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Abstract— Monolithic 3-D (M3D) integrated circuits (ICs)
introduce a new aspect to the physical design problem by
stacking dies vertically. We introduce a novel heterogeneous
design for M3D ICs, which utilizes different technology processes
for each die. We also propose enhancements to the design flow
and improved partitioning methods to support our suggested
heterogeneous 3-D IC design. We perform 3-D partitioning
with low-cost, low-power, and low-performance cells on the
bottom die, and vice versa on the top die. This arrangement
allows us to create a high-performance 3-D IC that is more
cost-effective and power-efficient than both the 3-D and 2-D
homogeneous implementations. We demonstrate these advantages
using four different netlists, showing up to a 23% improvement in
performance per cost (PPC), and a 16% improvement in power
delay product (PDP) when comparing our heterogeneous M3D
design to the best 2-D designs.

Index Terms— Heterogeneous integrated circuit (IC), mono-
lithic 3-D IC, power performance area cost (PPAC) improvement.

I. INTRODUCTION

AS MOORE’S law scaling becomes increasingly harder
to achieve, international roadmap for devices and sys-

tems (IRDS) proposed several alternatives that can provide
additional benefits and bolster the impact of Moore’s law.
One such methodology is the 3-D packaging/fabrication.
Generally, in 3-D packaging techniques, several predesigned
chiplets/dies are attached together using microbumping or
hybrid bonding to provide 3-D connectivity between the
dies. While such packaging methodologies provide some
benefits compared to a 2-D design, they are limited by the
microbumping/hybrid-bonding pitch. Sequential fabrication of
dies is a 3-D manufacturing technique that can provide a high
3-D bandwidth.

Several papers have tackled the problem of a 3-D integrated
circuit (IC) design from various angles. The most common are:
3-D placers [1], [2], [3]. Placement is only part of the equation,
and pseudo-3-D flows [4] aim to improve the place and route
(PnR) flow in a holistic manner using the existing tools. This
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is achieved using several techniques such as better modeling
of the 3-D ICs within 2-D EDA tools, enhanced 3-D opti-
mization [5], improved design-aware partitioning solutions [6],
or targeting 3-D structures that can be translated to 2-D
space with minimal quality loss [7]. These flows rely on the
improved placement or routing of the 3-D IC designs to derive
the PPA benefits. The heterogeneous solution proposed in this
work leverages process independence between the dies in 3-D
IC to achieve better power performance area cost (PPAC).
Compared to the heterogeneity in 2.5-D ICs and memory on
logic designs, where the technology difference is limited to the
block level of just the memory macros, we suggest highly inte-
grated heterogeneous 3-D ICs and the benefits of such designs.

The dense connectivity possible with the monolithic integra-
tion supports heterogeneity at a gate level, with the capability
of splitting a single path across different dies. However, doing
so requires greater control of partitioning the cells across
the two tiers as a simple min-cut partitioning can create
unintended consequences if timing-critical cells are assigned
to a slower tier. None of the current EDA tools support opti-
mization across different technology nodes or even different
tiers. So, partitioning needs to be aware of the process node
differences. This is in contrast to Arka et al. [8] proposed a
heterogeneous monolithic 3-D (M3D) with low cut size using
architectural partitioning and analyzed the benefits of such
implementation using a high-level simulator.

In this article, we use Pin-3-D [5] flow to implement our
heterogeneous 3-D designs. Additional stages and function-
ality are added to Pin-3-D to support our multitechnology
setup. The PPAC impact is studied using four different register
transfer levels (RTLs): Advanced encryption standard (AES)
(cell dominant), Netcard (large, wire dominant design), low
density parity check (LDPC) encoder and decoder (wire domi-
nant), and Cortex A7 CPU (general-purpose design). These are
designed in five configurations (two types of 2-D designs, two
3-D designs, and the heterogeneous 3-D design) as in Fig. 1.

II. TECHNOLOGY SETUP

Depending on the choice of technology nodes, a heteroge-
neous 3-D IC can be used to optimize different aspects of
the 3-D IC. For example, Gomes et al. [9] design an SoC
in heterogeneous fashion by using the low-power die for
periphery logic blocks on the bottom die with 22 nm, and all
the timing-critical blocks including the cores and the cache
are in the 10 nm technology node on the top die. The dies
are packaged together using a microbumping approach along
with a low-cost boundary framework that reduces the impact
of die-to-die communication on latency and power.
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Fig. 1. Five different configurations of 2-D and 3-D using 9- and 12-track
cells: (a) 12-track 2-D, (b) 9-track 2-D, (c) 12-track 3-D, (d) 12-track 3-D,
and (e) 9 + 12-track heterogeneous 3-D.

Overall chip cost is an important metric for any chip, and
Ku et al. [10] showed that the additional integration cost of
3-D ICs makes it more expensive. However, we show that
by choosing suitable technologies for top and bottom dies,
we can target cost reduction in 3-D without impacting the
performance.

A. Cost Trends and Picking the Libraries
Cost per mm2 of the wafer and the cost per transistor (or

cost per element, in general) are two important metrics used
to analyze the chip cost. These are related as

Cost per Element = Wafer Cost per mm2
× Area of Element.

The wafer cost per cm2 trend from Intel for 1µm–65 nm is
presented in [11]. The trend follows a saw-tooth-type pattern
due to the following effects: as technology advances, the
manufacturing complexity and cost initially increase. This
creates the rise in cost per mm2. Then, with the introduction
of larger wafers and yield improvements, the cost per cm2

decreases and creates the saw-tooth trend. As technology
nodes advanced, the wafer sizes became stagnant at around
300 mm diameter leading to a sustained wafer cost per cm2

increase starting from the 130 nm node.
As technology advances, we typically see a rise in wafer

costs. However, this is usually offset by an increase in tran-
sistor density, which results in a lower cost per component in
advanced process nodes. But the cost per component seemed
to plateau with recent nodes and then began to increase from
the 7 to 5 nm node (refer to [12, Table 9]). This indicates
that while the cost of manufacturing a standard IC used to
drop with each new generation due to the reduced cost per
component, this trend is not as noticeable in recent nodes.
In the 28-nm technology node that we currently utilize,
we continue to operate under the assumption that newer nodes
are less expensive than their predecessors.

In [9], power reduction with older technology nodes is
achieved using specific process development kits (PDKs),
such as low-power 22 nm and high-performance 10 nm nodes.
Because newer technology nodes often come with high initial
costs and limited capacity, moving some blocks to a different
node can help keep the overall cost of the chip down. However,
in this work, we assume that the technology nodes used are

TABLE I
“QUALITATIVE” COMPARISONS OF EXPECTED IDEAL PPAC BEHAVIOR

OF THE FIVE TECHNOLOGY AND DESIGN VARIATIONS AT THEIR
EXPECTED MAXIMUM FREQUENCIES. 1 MEANS THE WORST, AND

5 THE BEST

mature and have no associated setup costs. Therefore, our
solution does not consider the manufacturing costs of newer
nodes due to maturity.

Without the specific libraries optimized for power and
performance, the improvements in the PPAC Metrics of het-
erogeneous 3-D ICs cannot be realized. So, to illustrate the
benefits of heterogeneity, we use multitrack variants of a
single technology node as substitutes for the different nodes.
These multitrack cell libraries, which vary due to process
and voltage changes, have different physical, electrical, and
transistor properties on two dies. This makes them a suitable
substitute for heterogeneous technologies. Another advantage
of using multitrack cells is that they share the same back end of
the line (BEOL) technology, simplifying the interface between
the tiers.

As mentioned in [13], cells with fewer horizontal M1 tracks
(shorter cell height) have a smaller area without additional
wafer costs, as the transistor technology node remains similar.
In our research, we demonstrate heterogeneity by choosing a
12-track (highest available) and a 9-track (smallest available)
library from a foundry 28 nm node. The 12-track cells are
faster, larger, consume more power and have a higher die-cost
than the 9-track cells. The heterogeneous IC targets a mix
of the two to create high-frequency, low-power, and low-
cost designs. We have outlined the expected behavior of
the five different technology and design configurations in
Table I. In Section II-B, we will explore the impact of the
heterogeneous cells in the full chip context.

B. Quirks of Heterogeneity

As discussed in the above sections, the technology processes
on the two tiers need to be selected carefully to effectively use
the heterogeneous integration. In later sections, we will see the
effect of this behavior. Compared to heterogeneous integration
of hybrid bonding or microbumping designs, the density of
monolithic technology requires additional considerations as
the partitioning splits timing paths across the two tiers with
different voltage levels.

While level shifters are designed to handle the effects of
heterogeneous voltages, we will see in Section III-B that the
cells have significant drawbacks in monolithic heterogeneous
designs. As such, the maximum voltage difference between
the two libraries for a heterogeneous design is kept to a small
value: VDDH − VDDL < 0.3 × VDDH (where VDDH is
higher, and VDDL is the lower voltage level of the two). If the
difference between the two voltages (VDDH − VDDL) is greater
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Fig. 2. Two types of boundary conditions due to heterogeneity in an FO-4
inverter. (a) Heterogeneity at the driver output. (b) Heterogeneity at the driver
input.

TABLE II
IMPACT OF HETEROGENEOUS TECHNOLOGY WHEN THE DRIVER AND THE

LOAD ARE IN DIFFERENT TIERS [SEE FIG. 2(A)]. TIME IS IN ns,
POWER IS IN MICROWATT

than the threshold voltage, the signal high and signal low
inputs will not be registered properly. Among the libraries
considered, the lowest Vthp is >0.3 × VDDH which in turn
is >VDDH − VDDL giving us some voltage margin between Vthp
and VDDH − VDDL and ensuring proper functionality without
the need for voltage shifters.

However, correct functionality is not sufficient to ensure
high performance. The timing of these cells on the boundary
of tiers should not be degraded. To study the various effects of
the varying voltage levels, an FO-4 inverter is studied with the
two partitioning boundary configurations as shown in Fig. 2.
In case 1, the load cells on Tier-1 receive a voltage level
corresponding to Tier-0. And in case 2, the driver on Tier-1
receives a different voltage level than its characterized value.

Such cells that have inputs and outputs on different tiers are
referred to as “boundary cells.” These cells need to be carefully
considered to make sure the heterogeneous technologies can
work well together. This means, in Case 1 (heterogeneity at
driver output) since the driver output slew depends on cell
load from a different technology, the output slew can be
quite different than intended for the technology. Similarly,
this slew would then be the input slew for the load cells and
can be quite different from the expected input slew in this
technology. For accurate timing within the EDA tools, this
slew should be within the characterized input slew range of
the load cells. To avoid such inaccuracies, only libraries with
significant overlap in characterized slew ranges are considered
for heterogeneous integration. As reported in Table II, SPICE
analysis shows that when the different tier from the load, the
slew changes only by at most ±15%. Slew characterization
in libraries is done over a wide range spanning two–three
orders of magnitude. So, small variations of ±15% are easily
captured by the tool.

The next arrangement of boundary cells is called hetero-
geneity at input. Here, the driver and the load are physically
located in the same tier, but the input signal to the driver

TABLE III
IMPACT OF HETEROGENEOUS TECHNOLOGY WHEN THE INPUT TO THE

DRIVER OF AN FO4 IS FROM DIFFERENT TIER [SEE FIG. 2(B)]. TIME
IS IN ns, POWER IS IN MICROWATT

comes from a different tier. The impact of such heterogeneity
is reported in Table III. It is important to note that the delays
here are just stage delays, and the opposite signs imply that
overall path delay would not differ significantly for a given
register-to-register timing path. This is because even if a path
goes through the top and bottom dies multiple times, the delay
inaccuracy from going to tier 1 → 2 and the inaccuracy from
going to tier 2 → 1 would be in opposing directions. Even
on a relatively short path of ten logic cells deep, having a
timing inaccuracy of 5% at one stage will not have a significant
impact on the overall path timing.

While the timing discrepancy is relatively small, we see
that the discrepancy in leakage power can be quite large
and asymmetric between the fast → slow and slow → fast
boundary types. While the deltas here again look pretty
large, the leakage power is only a small portion of the total
power, and this discrepancy does not impact the overall power
significantly. One of the reasons for the extreme discrepancy
is the SPICE setup used. We are assuming ideal wires in the
SPICE netlists of the FO4 inverter. Since the PDK used is from
foundry technology, we do not have access to the actual cell
SPICE netlists of the inverters, and only the encrypted wire
models were available for physical design. If we included wire
models, the base case would show much higher leakage due to
the exponential relationship between leakage power and node
voltages. This would also reduce voltage variation sensitivity.
If we had a well-defined cell model, this difference would be
much smaller than what we currently observe.

C. Cost Model
To accurately assess the cost and benefits of 3-D integration,

we need a well-defined cost model. In this study, we adapt
the model from a previous study to better suit our needs. This
model is outlined in Table IV. We consider a die with one front
end of the line (FEOL) layer and eight BEOL layers as the
standard. We assume that FEOL contributes 30% of the cost
and that the metals in BEOL have a consistent cost per layer.
We add a 5% wafer cost as a penalty for 3-D integration.
All these assumptions are based on the valid ranges and
assumptions from [10]. The 2-D wafer cost includes the cost
of the FEOL layer and six metal layers, while the 3-D wafer
cost includes two FEOL layers, two tiers of six metal layers
each, and the added 3-D integration cost. We derive the die
cost from the wafer cost using (1)–(5) in Table IV. We also
include an additional penalty for 3-D integration in the “3-D
Yield Degradation.”
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TABLE IV
COST MODEL ASSUMPTIONS [10]

III. HETEROGENEOUS 3-D IC DESIGN FLOW

A. Enhancements to the Pin-3-D Flow

The current state-of-the-art electronic design automation
(EDA) only supports the PnR of 2-D ICs. So, here we use Pin-
3-D [5] flow which has been proposed as a way to optimize
M3D IC designs. Pin-3-D can optimize the 3-D dies with the
help of overall chip timing which is extremely important in
a heterogeneous context. But, as mentioned in the article [5],
this flow does not have a 3-D clock tree stage.

In heterogeneous 3-D IC design, it is crucial to reoptimize
the clock tree at the 3-D stage considering the process node
differences. To rectify some of the shortcomings of Pin-3-D
flow and to make it more suitable for heterogeneous 3-D ICs,
we enhance the Pin-3-D flow in a few major areas. In this
work, we introduce timing-based partitioning, 3-D clock tree
design, and the repartitioning of tiers to achieve timing closure.
The result of the optimizations is shown in Table V.

1) Timing-Based Partitioning: Pin-3-D flow and other exist-
ing 3-D flows such as Compact-2-D and Shrunk-2-D can be
separated into two stages: The pseudo-3-D stage and the 3-D
stage.

During the pseudo-3-D stage, the entire design is imple-
mented in a 2-D fashion, and so it is limited to a single
technology process and a die. Once this is optimized, the cells
are partitioned into two tiers. The partitioning of the netlist into
two tiers is based on a placement-driven FM min-cut algorithm
with area balancing.

In heterogeneous 3-D, partitioning also needs to consider the
difference in timing between the dies. This is because the cells
get assigned to the slower die will result in degraded delay
and have a negative impact on overall chip PPA. If additional
cell sizing and buffer insertion had to be performed by the
tool to overcome this PPA degradation, power and area would
be negatively impacted. In cases where cell sizing cannot
overcome the timing degradation due to the cells placed on
a slower die, we would not be able to achieve the target
frequency for a 3-D IC. Therefore, a timing-based partitioning
is introduced here.

TABLE V
IMPROVEMENTS OBTAINED WITH OUR HETEROGENEOUS

VERSION OF PIN-3-D FLOW [5]

A similar problem of timing-based partitioning has been
tackled in [14] to address the process variation and/or degra-
dation between the two tiers of a 3-D IC. Samal et al. [14]
used path-based timing analysis to find critical cells and assign
them to the faster die. However, this approach does not achieve
a large enough cell coverage to work in our case. In this work,
we use a cell-based approach to achieve complete coverage.
This is used because missing even a small fraction of critical
cells can lead to a large timing degradation. So, instead of
path-based slack measurement, we visit the cells individually
and find the worst slack among the paths going through the
cell. Each cell is assigned timing criticality based on this
number. This is then used for finding and fixing these critical
cells on the faster die to avoid timing issues.

In general, the timing-critical cells in an ASIC usually come
from a specific RTL block, like a multiplier block, a float-
processing unit, and so on. As such, these cells would be
placed physically close to each other to avoid long routing
within critical blocks. The drawback here is that this can
lead the timing-based partitioning to assign dense physical
clusters onto a single die. This creates overlaps between cells
after partitioning, which need to be legalized in 3-D. This
additional legalization creates a mismatch between placement
in the pseudo-3-D stage and the final 3-D stage. To avoid
this mismatch and inaccuracies, we limit the timing-based
partitioning to only 20%–30% of the total cell area. To keep
cut size at a manageable limit, we still perform bin-based FM
min-cut partitioning on the remaining cells in the design.

2) Supporting Heterogeneous Clock Tree: The Pin-3-D flow
on which we base our design methodology does not support a
3-D clock tree optimization. At any point in the 3-D stage of
the Pin-3-D flow, only the cells from a single die are treated
as traditional standard cells while leaving others to be treated
as transparent cells that do not occupy silicon area. This was
done to remove overlap between the cells from different dies.
However, this also makes the tool treat these cells as macros,
breaking up the clock tree and unable to optimize the clock
tree under the 3-D setting.

We use a different approach here by representing the cells
of other die(s) as “COVER” cells in the design. Traditionally,
such cells are used to define things such as bump pads which
do not have an active area but are instantiated as cells in
the design. Using this, when one die is being optimized in
Pin-3-D, all other cells are treated as “COVER” cells. This
approach allows for a simpler clock tree representation that
allows for complete 3-D clock optimization with effective
timing and power.

B. Drawbacks of Level Shifters

As discussed in Section II-B, the difference in voltage
levels between the dies in a heterogeneous design creates a
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problem for the signals crossing the boundary dies. While this
can be remedied by adding voltage shifters at the boundary
crossings, the dense interconnectivity of a monolithic design
makes it costly in terms of the overall chip PPA. In the
M3D implementation of the processor design, on average,
we observe ≈15% of the nets are connecting the two tiers,
and so would require level shifters if the voltage difference is
too disparate. And since the nets break up at path level, this
addition of voltage shifters would increase the timing delays
on a large number of paths degrading the timing. Without
the use of high interconnection density that blocks the use
of voltage shifters, we would not be able to implement a
dense heterogeneous design which is the main motivation of
this work. So, by limiting the voltage difference between the
two dies to 10% and limiting subsequent timing and power
discrepancies, we allow for a heterogeneous design without
needing level shifters.

C. Repartitioning Using ECO

The last portion of the heterogeneous flow update is the
introduction of repartitioning for 3-D ICs. In homogeneous
3-D flows, tier-partitioning remains unchanged after the initial
min-cut step. However, in the case of heterogeneous 3-D
ICs, the partitioning needs to adapt based on the accurate
timing difference between the dies. This is more pronounced
as the pseudo-3-D is only based on a single technology node
and cannot be optimized for the heterogeneous design. While
timing-based partitioning helps to properly assign the cells,
the timing data is obtained at a very initial stage and cannot
be fully accurate. So, we propose a repartitioning technique to
identify cells that are too slow/fast for its tier, and repartition
to its proper tier. The repartitioning algorithm is presented in 1.

IV. EXPERIMENTAL RESULTS

A. Setup and Methodology

1) Setup: To evaluate the heterogeneous 3-D IC, we use a
commercial 28 nm library with a 9-track cell version at 0.81 V
on the top tier and the 12-track cells operating at 0.90 V on
the bottom tier. There are six signal routing layers per tier and
are the same layers used for signal routing in the 2-D design.
The physical and electrical properties of the routing layers on
each of the two tiers are the same as those of the first six
routing layers of the 2-D BEOL.

2) Methodology: The overall flow for the heterogeneous
3-D IC design is discussed in Section III. Here, we discuss
the methodology and criteria used for comparing the various
design implementations. To start, we first have five different
options in which each netlist is implemented: 9-track imple-
mentations (2-D and 3-D), 12-track implementations (2-D
and 3-D), and heterogeneous (3-D). For the 9- and 12-track
implementations, the netlists are synthesized in the respec-
tive technology nodes, for better PPA. Based on this netlist,
the floorplan area is fixed using target cell utilization. The
faster 12-track 2-D implementations are swept across a range
of frequencies to find the maximum achievable target. The
consideration for timing failure here is a worst negative slack
of ≈5%–7% of the clock period. Allowing for a small negative

Algorithm 1 Repartitioning Algorithm

slack shows that the achieved frequency is the max possible.
When the timing target is not set tightly, the tool starts
optimizing for power sacrificing any positive slack and makes
it harder to compare the maximum achievable frequency. For
each netlist, the 12-track 2-D maximum frequency is used as
the target for other implementations of the same design.

While the synthesis stage is relatively straightforward for
homogeneous 2-D and 3-D designs, it is not so for the hetero-
geneous flow. For heterogeneous 3-D, the “pseudo-3-D stage”
only supports a single technology node. So, the synthesis,
area estimations, and optimization for pseudo-3-D are based
on the 12-track technology. After the pseudo-3-D stage, the
timing-based partitioning followed by FM min-cut creates our
3-D design. The partitioning distributes the cells across the two
tiers: 12- and 9-track. By mapping some of the 12-track cells
in pseudo-3-D to the 9-track tier, the cell area decreases due to
the smaller cell size of the 9-track version. With half the cell
area now based on the 25% smaller 9-track cells, the overall
area reduces by 12.5%. The footprint is reduced accordingly
to maintain the chip utilization at this stage. Once the 3-D
database is set up, we use the proposed flow in Section III to
create the heterogeneous 3-D GDS.

B. Full-Chip PPAC

1) Heterogeneous 3-D IC Results: Based on the RTL-to-
GDS methodology discussed, we provide the power, perfor-
mance, area, and cost (PPAC) results of AES, LDPC, Netcard,
and a commercial CPU designed in heterogeneous 3-D with
the 9 + 12-track cell combination in Table VI. To simplify
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TABLE VI
PPAC RESULTS OF OUR 3-D HETEROGENEOUS DESIGNS (RAW DATA

BASED ON A COMMERCIAL FOUNDRY 28 nm TECHNOLOGY)

the comparisons, the absolute values are only provided for the
heterogeneous designs. For all the homogeneous implementa-
tions, only the percent delta is reported in Table VII, except
for a few key metrics. Going through the metrics in Table VI,
here, the area corresponds to the total silicon area (which
is the same in 2-D and its homogeneous 3-D counterpart
in our methodology). Power analysis is done using fixed
input activity factors, and statistical switching propagation
in Innovus. Sign-off timing is performed using the in-design
Tempus timing engine of Innovus. For the power delay product
(PDP) calculation, effective delay (=clock period–worst slack)
is used to include the small deviations in the timing slack.
Cost per cm2 is defined as (Die Cost/Total Si Area) and gives
an estimate of the cost of heterogeneous 3-D IC in general.
Finally, the performance per cost (PPC) is calculated based on
achieved frequency, power consumption at this frequency, and
die cost. Intuitively, it shows the achievable performance per
unit of power and cost.

The cell area of the four netlists shows that Netcard and
CPU designs are the largest netlists considered. Netcard is a
simple logic RTL with 250k cells, and the CPU has 150k cells
along with a large area dedicated to the cache that contributes
to 40% of the footprint. The overall density of the two tiers
is reported for 3-D designs, and the low utilization of LDPC
is notable as it is an extremely wire-dominant circuit. The
routing is extremely congested with a large number of global
connections, so a tighter integration would lead to a worse
PPA for LDPC. In all the designs presented in Table VI,
we see that the worst slack is slightly negative showing that
the optimization is almost at the limit and the timing met
condition (worst negative slack <≈ 7% of clock period) is
satisfied. The frequency target used here is the maximum
achieved frequency of the 12-track 2-D counterparts as dis-
cussed in Section IV-A2 and is used for future iso-performance
comparisons in Table VII.

In the following sections, we provide the percent benefit of
3-D heterogeneous designs with respect to different homoge-
neous combinations. The placement, routing, and zoomed-in
layouts of the CPU design under the two 2-D implementations
and heterogeneous 3-D is shown in Fig. 3. From Fig. 3(c),
we can see the different cell heights across the two dies. The
window size and magnification are kept constant across the

two tiers in 3-D for a good visual comparison of the cell
heights.

2) Heterogeneous 3-D Versus 9-Track 2-D: The first four
data columns in Table VII show the percent deltas of the
9-track 2-D implementations compared with heterogeneous
3-D. Except for PPC, a −ve shows that the heterogeneous
3-D implementation improves on the specified metric. Cost
per cm2 shows that heterogeneous 3-D is more expensive per
unit area due to the added 3-D integration cost and yield
degradation. The cost per cm2 differs based on the block since
the yield is dependent on the die area. This is why AES and
LDPC have similar costs per cm2, and Netcard and CPU are
similar.

Overall, 9-track 2-D designs are the worst performers
compared to heterogeneous 3-D. The densities are more or
less similar to the heterogeneous 3-D IC for three out of
the four netlists considered. LDPC is a very wire-dominated
design, and the routing feasibility drives the optimization. For
designs other than LDPC, we see that the total area of the
chip is larger than heterogeneous implementation. While we
would expect the smaller cells of the 9-track design to have a
smaller cell area, the high target operating frequency creates an
over-correction in the synthesis stage by adding more buffers
and larger cell sizes to account for the slower cells in the
9-track version. This leads to the worse chip area as the target
utilization is kept constant across all implementations. Due
to the larger area and more cells, the 9-track 2-D design
is comparatively worse across most of the metrics. We note
across the 9-track designs, the simpler AES and LDPC designs
show a good overall slack (−0.03 ns in both cases), but as the
design complexity increases the timing deviates further from
the target.

3) Heterogeneous 3-D Versus 12-Track 2-D: Next, we com-
pare the 12-track 2-D designs (which were our baseline for
timing comparisons) with the heterogeneous 3-D. Note that
similar to 9-track 2-D, the cost per cm2 is smaller for 12-track
2-D due to the lack of additional costs specific to 3-D. We first
see that the 2-D designs require a larger area to meet the target
utilization. Compared to LDPC, which is a wire-dominant
design, AES is at the opposite extreme as it is extremely
cell-dominant. So, the faster cells in AES allow for better
optimization during PnR, resulting in a 15% lower density
in the 2-D implementation. Additionally, AES is not well
suited to our heterogeneous methodology, as its design is
small/simpler. Timing paths in AES are more similar across
the entire design which makes it harder to optimize with
heterogeneous 3-D IC. The AES design used here is a 128-bit
encryption circuit, and all the 128-bits have a very similar
functional path, making the design very symmetric. Because
of these reasons, the wirelength reduction with heterogeneous
3-D is the least for AES at 17% compared to 25%–33% for
the other three netlists. The effective delay is also smaller
with heterogeneous 3-D showing that we can meet better
timing targets than the 12-track 3-D designs. Once again,
AES proves as an exception as the effective delay is slightly
larger with heterogeneous 3-D. Except for AES, there is a
significant power reduction across all three designs due to
the strategic use of the slower 9-track cells for noncritical
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Fig. 3. Routing, placement, and zoomed-in layouts. (a) Two-dimensional 9-track processor, (b) 2-D 12-track processor, and (c) 3-D heterogeneous processor.

TABLE VII
PPAC PERCENTAGE DELTA (=(3-D HETERO - CONFIG)/CONFIG × 100) OF 3-D HETEROGENEOUS DESIGN WITH RESPECT TO

DIFFERENT HOMOGENEOUS CONFIGURATIONS. A −VE (+VE FOR PPC) VALUE IMPLIES THAT HETEROGENEOUS
IMPLEMENTATION OUTPERFORMS THE PARTICULAR CONFIGURATION

cells. This is significant as it shows the capability of both
heterogeneous design along with the timing-based partitioning
and repartitioning flows. An important note here is that the
memories in the CPU design are of the same size in both
technology variants.

4) Heterogeneous 3-D Versus 9-Track 3-D: The 3-D 9-track
implementations suffer from the same complications as the
2-D 9-track designs due to the slow cells. Only for LDPC
does the 3-D 9-track design compare to the heterogeneous
implementation in terms of timing and power. This is because
of the smaller wirelength that can be achieved in this design
with 3-D implementation. This leads to better wirelength in
the design which significantly impacts the overall QoR in this
circuit. Even with this improvement, the overall PPAC is still
better with heterogeneous designs by a noticeable margin.

5) Heterogeneous 3-D Versus 12-Track 3-D: Finally,
we analyze the 12-track homogeneous 3-D implementations.
These are expected to have the best timing and power across

the homogeneous implementations as they have the faster
12-track cells and also the placement and routing benefits of
3-D design. This is clearly seen as it outperforms heteroge-
neous 3-D in terms of delay in all circuits. But this comes
at a cost to power consumption, as the slower 9-track cells
of heterogeneous 3-D consume less power than the 12-track
3-D designs. Together, the PDP comes out to be similar across
the two implementation types with a slight advantage to the
heterogeneous 3-D. However, the added die cost in 12-track
3-D further improves the PPAC in heterogeneous 3-D to
outperform 12-track 3-D by ≈20%. Cost per cm2 between
all 3-D options are only within 1% of each other and differ
due to the yield differences from the die area.

C. In-Depth Analysis of Clock, Critical Path, and Memory
Connections

From the above comparisons, we see that the overall PPAC
is significantly better with heterogeneous 3-D ICs compared
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Fig. 4. Detailed layouts of 2-D and heterogeneous-3-D designs. (a) Clock
tree. (b) Memory nets. (c) Critical path.

to the best 2-D or homogeneous 3-D counterparts. This is
especially true for complex IPs which have various functional
blocks where the timing criticality of cells is more diverse than
simple designs such as LDPC or AES. In LDPC, there is a high
degree of interconnectivity and the timing paths span the entire
chip. The AES circuit is a 128-bit encryption system, and the
functional path for each bit is very similar to each other. Due to
this, the timing paths are closely matched between the different
bits and do not provide good timing criticality separation
for the timing-based partitioning in heterogeneous 3-D ICs.
In addition to the overall PPAC, we want to better understand
the detailed design metrics and how they are affected by our
heterogeneous methodology.

To do this, we look at the clock tree, critical paths, and
the memory interconnect metrics in the commercial CPU
core. These metrics are compared across three implementa-
tions: best 2-D implementation (12-track), best homogeneous
3-D (12-track), and heterogeneous 3-D. These are shown in
Table VIII.

1) Memory Interconnects: The connections to and from
memories are generally the largest sources of timing criticality
in complex IPs with memory macros. We take a closer look
at these paths here. Fig. 4(b) highlights the connections to
and from memory macros on the 2-D and heterogeneous 3-D
layouts. The connections in yellow are the connections to

TABLE VIII
CLOCK NETWORK, CRITICAL PATH, AND MEMORY

INTERCONNECT ANALYSES

memory macros, and the nets coming out of the macros are
shown in magenta. Visually, we can see the benefit of 3-D
in simplifying these nets due to its multitiered placement.
The average (root mean square) latencies of these nets are
compared across the designs in Table VIII. We see that
the latency decreases significantly in 3-D due to a smaller
footprint. This further improves with heterogeneous 3-D due
to its smaller footprint and closer placement of the 9-track
cells. The smaller footprint and reduced wirelength also allow
for the reduced switching power on these nets in 3-D and more
specifically heterogeneous 3-D.

2) Clock Network: A proper clock tree design is paramount
to achieving high-frequency targets. If the clock tree is not
well optimized, it can have adverse effects on a large number
of paths that might not be fully recoverable with data path
optimization. Even when the timing degradation due to a bad
clock tree is recovered by cell sizing on data paths, the power
impact will be significantly larger. The clock tree has different
characteristics across the three implementations of the CPU
design in Table VIII. The number of clock buffers decreases
slightly in the 12-track 3-D design compared to 2-D due to the
smaller footprint requiring a smaller clock tree. However, with
heterogeneous 3-D, the clock tree is significantly unbalanced
with more than 75% of the clock on the top-die. This arises due
to the clock tree methodology and the widely varied timing
between the tiers. Most of the clock tree is inserted on the
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top tier with only a small portion of clock cells on the bottom
tier. This, in turn, leads to a smaller cell area of the clock tree,
which results in lower clock power. The latency and skew in
3-D are not as good as in 2-D, due to the lack of robust
native 3-D clock algorithms. These are significantly worse
in heterogeneous 3-D due to the portion of the clock on the
slower tier. More importantly, when we look at the skew on the
top 100 critical paths, we see that even in heterogeneous 3-D,
the skews are well managed due to the clock methodology
used in our flow.

3) Critical Path: Finally, we look at several breakdowns
of the timing critical path in the three implementations. This
helps us analyze the path breakdowns and how critical paths
evolve across the three flavors of implementation. We first
see that the path delays are pretty similar across the three
implementations since the target period is the same (0.833 ns).
In homogeneous 3-D, the critical path is 43 cells long with a
similar split across the two dies. Moreover, the average cell
delay is pretty similar at ≈19 ps in 2-D, and all the 12-track
tiers of homogeneous and heterogeneous 3-D ICs. The average
cell delay on the 9-track tier of heterogeneous 3-D, on the
other hand, is more than 2× at 45 ps. We also see that the logic
depth of the critical path in heterogeneous 3-D is the smallest
at just 33 cells. 25 out of these 33 cells on the critical path
are located on the faster bottom tier, with only eight cells on
the top tier. However, due to the slower cells on the top tier,
the 8 cells on this slower tier contribute to a large portion
of the cell delay. Here, we see that long critical paths do not
utilize the slower tier showing the impact of our timing-based
partitioning. Additionally, we use a slower tier for placing
some of the cells on otherwise noncritical paths can help with
reducing the overall power consumption.

D. Guidelines for Designing Heterogeneous 3-D ICs

From Section II-B, we saw that the voltage difference should
be kept to a minimal across the process nodes for hetero-
geneous M3D IC with high interconnect bandwidth. Various
modifications to the basic 3-D flow were required to extract
the timing, power, and cost benefits from the heterogeneous
3-D ICs. The heterogeneous 3-D methodology works best with
complex IPs, where the functionality and timing criticality of
the blocks vary. To achieve this, metal layers at either side of
the MIV/3-D interface should not vary significantly in pitch
to use the commercial routers for finding the best 3-D via
locations. If not, the router will place the vias nonoptimally.
The clock tree needs to be properly monitored and optimized
so that the critical paths do not have large skews. Multitrack
variations of a given technology node are usually the best and
simplest option to create heterogeneous 3-D ICs as they satisfy
both the voltage and BEOL constraints.

V. CONCLUSION

We have presented a new framework for utilizing the
sequentially fabricated 3-D ICs with large 3-D interconnect
density. We identified the potential pitfalls of such integration
in Section II-B and presented necessary modifications in

Section III to extract most out of our proposed heterogeneous
3-D IC. Choosing the right mix of technologies is key for
heterogeneous 3-D IC and is currently done manually as
metal track variants only, and more exploration is beneficial.
Additionally, the current research is done with ideal power
delivery, and a thorough study of the power delivery networks
for heterogeneous 3-D ICs is required for a complete under-
standing of heterogeneous 3-D ICs.

Aspects such as clock and routing are modeled accu-
rately, and we found that heterogeneous 3-D ICs significantly
improve timing closure with respect to low-power processes
and conserve power and chip area with respect to high-
performance variants. Combined, the heterogeneous 3-D ICs
show a PPAC benefit ranging from 10% to 50% compared
to 3-D designs, and the benefit increases to about 18%–57%
compared to 2-D.
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