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Abstract—Monolithic 3-D (M3-D) integration is an emerging
technology that offers significant power, performance, and area
benefits for an integrated circuit (IC) design. However, a problem
with the 3-D power distribution network in such ICs is that it can
lead to high power supply noise (PSN) during the capture cycles
in at-speed scan testing for transition delay faults. Therefore,
the failure of good chips (i.e., yield loss) resulting from the
PSN-induced voltage droop is a major concern for M3-D designs.
In this article, we first assess the PSN and voltage droop problems
and their impact on path delays for at-speed testing of benchmark
M3-D designs. Next, we present an analysis framework to
identify test patterns that are most likely to lead to yield loss.
We describe a test-pattern reshaping solution based on integer
linear programming to make appropriate changes to the test
patterns that cause yield loss. Simulation results for four M3-D
benchmarks highlight the effectiveness of the proposed solution.

Index Terms—Delay fault testing, monolithic 3-D integration,
power distribution network (PDN), voltage droop.

I. INTRODUCTION

HE 3-D integration provides a path to go beyond

Moore’s law, achieves higher circuit performance and
package density, as well as reduces power consumption.
Monolithic 3-D (M3-D) is a promising technology enabled
by fine-grained vertical interconnects, known as monolithic
interlayer vias (MIVs). MIVs are one to two orders smaller
in size than the through-silicon-vias (TSVs) used in today’s
3-D integration technology [1]. Such small MIV dimensions
enable high precision alignment and area reduction in M3-D
integration. Despite these benefits, a number of test challenges
need to be addressed before M3-D integration can become
ready for commercial exploitation. One of these challenges
is related to power supply noise (PSN) during scan testing.
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Recent work based on both static and dynamic analyses
has shown that compared with 2-D designs, M3-D suffers
more from PSN problems [2]. A major problem with the
3-D power distribution network (PDN) in M3-D integrated
circuits (ICs) is that it can lead to high PSN during the capture
cycles in at-speed scan testing for transition delay faults. The
PSN problem is more severe in the test mode due to higher
switching activities of the circuit nodes compared to functional
operation [3]. Therefore, the failure of good chips (i.e., yield
loss) resulting from the PSN-induced voltage droop is a major
concern for M3-D designs. Thus, the PSN should be carefully
considered during test-pattern generation for at-speed testing
of M3-D ICs.

At-speed scan testing is necessary for effective delay testing
in today’s scan-based designs [4]. The key idea underlying
at-speed testing is to launch transitions at the start points
of sensitized paths and capture responses at the end points
within a specific timeframe that depends on the system clock
period. However, a problem with at-speed scan testing is that
the power consumption in the test mode is several times
higher than in the functional mode and the current drawn
from the PDN is also much higher than what is included in
functional-mode specifications for designing the PDN [5]. This
problem is especially severe for capture cycles because the
rated functional clock frequency is used to simultaneously cap-
ture test responses in all scan flip-flops (FFs) in the design. The
transitions at the outputs of FFs propagate through the com-
binational logic and lead to high toggle activity in the design.
Excessive power consumption and high current drawn from the
PDN lead to voltage droop, resulting in slower signal propa-
gation through sensitized paths, the failure of good chips, and
yield loss. Note that stuck-at faults are used for static testing
and they do not affect PSN because static testing is not carried
out at-speed. Therefore, in this work, we focus on the impact
of PSN-induced voltage droop during delay fault testing.

Various strategies have been proposed in the literature
to mitigate the problem of high power consumption during
testing; these methods include test scheduling [6], circuit
modification [7], test-pattern modification [8], and scan-chain
ordering [9]. Algorithms based on the filling of don’t-care
bits (X-filling) have been proposed to manipulate test patterns
to reduce power consumption. In [10], a justification-based
algorithm was proposed to ensure low switching activities
at FFs during scan capture. A probability-based X-filling
algorithm is described in [11] to reduce the computation effort
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associated with backtracing from output responses to input
signals. In [12], an efficient solution is presented to identify
don’t-care bits in a test pattern without degrading test quality;
it combines justification with probabilistic analysis to improve
the effectiveness and scalability of X-filling techniques. How-
ever, previously proposed X-filling algorithms are of limited
effectiveness for M3-D designs due to the differences in the
layout and the PDN.

In this article, we first present an analysis framework to con-
duct dynamic power and rail analysis for each scan test pattern
for an M3-D design. Based on this analysis, we determine the
PDN voltage droop and compute the increase in delay for logic
paths sensitized by each pattern. This information is used to
determine the test patterns for which the slack on long paths
becomes negative under the rated functional clock period.
These test patterns, which contribute to yield loss, are then
appropriately reshaped through X-filling to prevent excessive
voltage droop. We present two X-filling techniques, based
on integer linear programming (ILP) and simulated annealing
(SA), respectively, to ensure that the test patterns are reshaped
without any adverse impact on fault coverage. These reshaped
patterns and the resulting test outcomes are not affected by
voltage droop during scan capture.

The rest of this article is organized as follows. Section II
provides an overview of M3-D integration and scan testing.
Section III describes the design flow for M3-D ICs, especially
the PDN and current delivery. Section IV presents the pro-
posed framework for dynamic power and rail analysis and
describes how we compute the delay of logic gates under
voltage droop. A PSN-aware pattern reshaping algorithm is
proposed in Section V. Section VI presents the simulation
results for benchmark M3-D designs and a comparison with a
baseline case that uses test vectors generated by an automatic
test pattern generation (ATPG) tool. Section VII discusses the
difference between our proposed methods and the impacts of
process variations and test compression environments. Finally,
Section VIII concludes this article.

II. BACKGROUND
A. Monolithic 3-D Integration

M3-D integration has been made possible by sig-
nificant breakthroughs in low-temperature manufacturing
processes [13]. Manufacturing the upper tiers of an IC with
low-temperature processing avoids damage to transistors and
interconnects in the bottom tiers. M3-D design styles depend
on the type of design-partitioning method employed; partition-
ing at the transistor level, gate level, and block level have been
described in the literature [14]. In transistor-level M3-D ICs,
P-channel and N-channel transistors are divided into different
tiers; in gate-level M3-D, each tier is composed of standard
cells. Functional blocks are partitioned into multiple tiers
in a block-level M3-D IC. Fig. 1 demonstrates three design
styles of M3-D. The gate-level design appears to be the most
promising because a cumbersome redesign of standard cells is
required for the transistor-level design, while the block-level
design does not fully exploit the benefits of high-density
MIVs [15]. A complete design flow for gate-level M3-D ICs
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Fig. 1. M3-D design styles. (a) Transistor level. (b) Gate level. (c) Block

level.

is proposed in [14]. The reduction in chip footprint is realized
by redesigning larger standard cells by partitioning them into
different tiers.

Despite advances in design techniques, much less effort has
been devoted to the testing of M3-D ICs. In [16], a dedicated
layer was introduced as a design-for-test solution for M3-D
integration. In [17], a built-in self-test solution was presented
for detecting MIV faults. A PDN design technique to alleviate
reliability and PSN problems was presented in [18]. However,
the problem of test generation for M3-D ICs, especially under
PSN constraints, has not been addressed in prior work.

B. Power Supply Noise

PSN is defined as the difference between the nominal supply
voltage value and the voltage level at local receivers [19].
PSN-induced voltage droop is composed of two components:
IR-drop and Ldi/dt. When switching activities occur, instan-
taneous current flows through the PDN to cause transitions
at the inputs of logic gates. The equivalent resistance along
this conduction path causes IR-drop. In a high-speed circuit,
rapid changes in the current drawn from the PDN and the
parasitic inductance result in large Ldi/dt. For the M3-D
IC design, considerable research efforts have been devoted to
PDN optimization. In [2], system-level modeling and simula-
tions were carried out in both the time and frequency domains.
A comprehensive full-chip study, including the consideration
of wire length, power consumption, MIV count, and thermal
impact, was carried out in [20]. The design of a reliable PDN
based on generic programming is described in [18]. However,
the PDN in [18] and other related work is optimized only for
functional-mode operations. Such a PDN design overlooks the
PSN in the test mode and the impact of voltage droop on scan
testing.

C. Delay Testing

Delay testing is used to detect timing-related faults. The
transition delay fault is commonly used by ATPG tools [21].
A test pattern for a transition delay fault requires a sequence
of two vectors (Vi, V»). Vi is first shifted into a full scan
circuit for initialization. V, is applied to the circuit to launch
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Fig. 2. Our M3-D design flow, including the integration of the PDN.

a transition for target faults, and a subsequent capture pulse is
used to record the output responses. There are two methods
typically used to implement the launch of a transition, namely
launch-off-shift (LOS) and launch-off-capture (LOC). The
LOS technique makes it easier for ATPG to generate transition
delay fault patterns because of the controllable launch path.
However, at-speed testing requires the scan-enable signal to
change at-speed within the functional clock period, which
increases design cost and effort. The LOC solution increases
ATPG runtime and leads to lower fault coverage, but it is
more practical because the scan enable signal does not have
to switch at-speed. Therefore, we consider the LOC test-
application method. In this article, our goal is to evaluate the
impact of PSN and voltage droop on LOC-based transition
delay-fault testing and reshape the LOC test patterns to mini-
mize the yield loss with no adverse impact on fault coverage.

III. DESIGN FLOW
A. Overview

An overview of our design flow is shown in Fig. 2. The
M3-D design flow we target is Compact2D [22], which is the
state-of-the-art register-transistor level (RTL)-to-GDSII 3-D
implementation flow that leverages 2-D commercial tools to
build 3-D ICs [23]. Note that the original Compact2D flow
does not consider PDNS. In this article, we have enhanced the
original flow to incorporate a PDN in the final M3-D design.

To mimic the final 3-D design during 2-D stages, Com-
pact2D first scales the RC parasitics by 1/(2)!/? for placement
and routing and then projects the entire design onto a tier with
half of the original footprint. After the projection, a bin-based
min-cut tier partitioning algorithm is utilized to transform the
2-D design into 3-D by assigning the z-location for every
instance. This partitioning algorithm minimizes the overall
connection between the two partitioned tiers (tiers), while
balancing the cell area in both tiers.

After tier partitioning, we build the 3-D PDN before the
original MIV planning stage in the Compact2D flow. The
main reason is to avoid signal MIVs being placed at the rails
of PDN or overlapped with power MIVs, thereby preventing
PDN degradation caused by the conventional MIV planning.
To build the 3-D PDN, we stacked the metal layers from both
bottom tiers and top tiers. Note that the pins of the cells are
annotated with respect to the original cell locations, so that
the pins in the bottom tier will leverage the original M1 layer,
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and the pins that are original in the top tiers would utilize the
M7 layer (assume a tier has six metal layers). After developing
the power network, the power vias that connect the top metal
layer of the bottom tier and the bottom metal layer of the top
tier will be the power MIVs. An illustration of an M3-D PDN
is shown in Fig. 3.

Following from the 3-D PDN stage, we perform the original
MIV planning in the Compact2D flow. To determine the
locations of signal MIVs, a 3-D global routing is performed
on the stacked metal layers of both tiers, where signal MIVs
are the vias that connect the bottom tier and top tiers as power
MIVs.

After the MIV planning, legalization, and a timing-driven
tier-by-tier routing are performed, it results in a fully placed
and routed subdesigns in both tiers. Finally, the subnetlists
in both tiers are merged into a single final M3-D design,
where timing/power analysis as well as the PDN analysis are
performed.

B. Tier Partitioning Strategies

Tier partitioning is one of the most critical stages of
an M3-D design flow; it assigns standard cells to different
tiers and directly determines the quality of the final full-
chip designs. Recent work [24] describes a tier partitioning
method that utilizes graph neural networks (GNNs) instead of
the conventional bin-based min-cut method originally adopted
by Shrunk2D and Compact2D. This new approach shows
significant power, performance, and area (PPA) improvements.
In this work, to thoroughly investigate the impact of different
M3-D design flows, we perform our experiments using both
tier partitioning strategies (min-cut-based, GNN-based) and
present a detailed comparison.

IV. DYNAMIC ANALYSIS

In this section, we describe a framework for the dynamic
simulation and yield-loss analysis. The overall flow for the
M3-D dynamic analysis with test patterns is shown in Fig. 4.
Simulations were performed on four benchmark two-tier
M3-D designs, namely low-density parity check (LDPC) and
Tate Bilinear Pairing (Tate) from OpenCores, and netcard
and leon3mp from the International Symposium on Physical
Design (ISPD) 2012 benchmark suite [25]. Tables I and II
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TABLE I
DESIGN MATRIX OF BENCHMARK MIN-CUT-BASED M3-D DESIGNS

[ Design [[ Frequency (MHz) | Footprint (umn?) | # Cells | # FFs [ # Power MIVs | # Patterns | Fault Coverage |

LDPC 650 263 x 262 92010 2048 347 194 99.73%

Tate 714 631 x 630 209425 31409 12338 558 98.37%

netcard 500 816 x 815 250842 | 67446 19649 43103 96.71%

leon3mp 300 1035 x 1035 397420 | 108720 15328 17087 98.87%
TABLE I

DESIGN MATRIX OF BENCHMARK GNN-BASED M3-D DESIGNS

Design Frequency (MHz) | Footprint (um=<) | # Cells
P

[ # FFs [ # Power MIVs [ # Patterns [ Fault Coverage ]

LDPC 833 210 x 209 49091 2048 190 203 99.74%
Tate 403 506 x 505 194067 31409 1772 592 98.26%
netcard 513 654 x 653 252483 67446 2394 43423 96.81%
leon3mp 313 803 x 829 343859 | 108720 4810 17158 98.82%
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Fig. 4. Dynamic analysis flow for M3-D ICs.

provide the design matrix and ATPG results of min-cut-based
M3-D designs and GNN-based M3-D designs, respectively.
Experimental results highlight the problem of voltage droop
due to PSN from the PDN. These results also motivate the
need for an optimization method for pattern reshaping.

A. M3-D Power and Rail Simulation

We developed a framework to conduct dynamic power and
rail analysis for M3-D ICs with Cadence Voltus. We generated
transition-delay patterns after place and route. The patterns
were written out in the STIL format and converted into
a Verilog testbench by Synopsys Tetramax. Next, we used
Mentor Graphic ModelSim to conduct post-routed gate-level
simulation and dump the value change dump (VCD) files
to record switching activities of each pattern. VCD files
were imported into Cadence Voltus to perform vector-based
dynamic power and rail analysis.

Because commercial tools do not consider M3-D designs,
we created a method to analyze two tiers in an M3-D IC
separately with the 2-D power and rail analysis flow. For the
top tier, the PDN design can be extended to a system-level
model considering printed circuit board (PCB), package, and
C4 bumps [2]. The distance between two C4 bumps was set
to 120 xm. One major difference between the traditional 2-D

bottom tier, the locations and the parasitics of power MIVs,
that is, MIVs belonging to the PDN, were extracted during
place and route. However, the reference voltage for the power
MIVs was no longer the nominal value due to the voltage
droop in the top tier. To analyze the worst case scenario,
we subtracted the worst case voltage droop obtained in the
rail analysis of the top tier from the nominal supply voltage
and utilized this new value as the power source of the PDN
in the bottom tier.

B. M3-D Dynamic Rail Analysis

Due to the limitations inherent in commercial tools with
respect to M3-D, the simulation window could not be extended
to the complete test procedure. Total power consumption is
proportional to the occurrence of a switching activity of each
net multiplied by its fan-out.

The weighted switching activity (WSA) [26] has been used
in the literature to estimate power consumption during scan
capture. Let V| and V; be a pair of test patterns and the state
of each net n; be a pair of n;(Vy) and n;(V,) when V; and V,
are applied, respectively. The calculation of WSA is carried
out as follows:

N

WSA(V), Va) = D ((E +1)- () @ n,«(vm) M

1

where F; is the number of fan-out of net n; and N is the

number of nets in the design. We first calculate the WSA

of every pattern and extract patterns with large WSA values.

Next, we simulate the extracted patterns to obtain the worst
case voltage droop during test application.

Fig. 5 shows the voltage droop distributions of the PDN in
the worst case scenario for scan capture, where the upper part
of each figure refers to the top tier and the bottom part refers to
the bottom tier. Note that the power source is different for each
tier. For the top tier, the voltage is supplied from a dc power
source with the nominal voltage; the voltage in the bottom tier
is supplied from power MIVs with the reference voltage lower
than the nominal value due to the voltage droop in the top
tier, as discussed in Section IV-A. As the vertical connections
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Fig. 5.
(d) Leon3mp.

TABLE III

RELATIONSHIP BETWEEN WSA AND VOLTAGE DROOP
FOR THE LDPC BENCHMARK

[ Pattern ID | WSA (total) | WSA (top tier) | Voltage Droop (mV) |

41 130941 64149 264
6 130980 62253 247
14 131871 62695 247
\ Functional mode \ 238 |

and the 3-D design are important features different from the
traditional 2-D ICs, our discussion focuses on the switching
activities of the two tiers and their impacts on the voltage
droop during testing. Note that the voltage droop problem in
the bottom tier is less severe than in the top tier. As the size of
the designs increases, this difference becomes more obvious.
This phenomenon is observed in every benchmark design
that we have considered, and it has been explained in [2].
In M3-D designs, high-density power MIVs provide a large
number of current sources for the bottom tier, which prevents
a large-magnitude current from flowing through power rails
near power MIVs and therefore mitigates the IR-drop problem
in the PDN. On the other hand, for the top tier, the number
of C4 bumps is limited by the bump size. The reduction of
footprint in an M3-D IC compared with its 2-D counterpart
exacerbates this problem. Therefore, it is only expected that
the voltage droop problem for the bottom tier is less severe
than for the top tier. A large design requires an increase in the
chip footprint, enabling the M3-D PDN to add more power
MIVs between the two tiers to deliver current from the top to
the bottom. Hence, this scenario can be observed more clearly
in large designs.

To further examine this behavior in the test mode, we cal-
culate the WSA for nets in the top tier only and make a
comparison with voltage droop. The relation between the WSA
of the top tier and the voltage droop for transition delay fault
patterns is shown in Fig. 6. From these results, we conclude
that there is a high positive correlation between the voltage
droop in the test mode and the switching activities in the top
tier.
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Instantaneous voltage droop distributions in the worst case scenario during testing in min-cut-based M3-D designs. (a) LDPC. (b) Tate. (c) Netcard.
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Fig. 6.  WSA and voltage droop for the top tier for various test patterns.
(a) LDPC. (b) Tate.

Table III provides a comparison between the three test
patterns for LDPC that have similar total WSA but different
WSA for the top tier. Pattern 41 and Pattern 6 have almost
the same WSA for the whole design but have a 17 mV
difference in voltage droop. The total switching activities
are even larger in Pattern 14. However, the voltage droop
is worse in Pattern 41 than in Pattern 14. Therefore, a key
contributor to the voltage droop is the switching activities in
the top tier, instead of total switching activities for the full
M3-D design. ATPG tools for 2-D designs typically choose
the easiest way to sensitize target faults and run dynamic
compaction to reduce test set size and test power without
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Fig. 7. Minimum slack for pattern for the min-cut-based LDPC benchmark.
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considering layout information. Prior work on capture-power
reduction for scan testing use WSA for the whole design as the
quality metric and optimization goal [10]-[12]. These methods
do not provide an optimal solution for M3-D designs since
they do not guarantee the minimum WSA for the top tier.
Therefore, an M3-D-specific pattern generation algorithm is
needed to mitigate the voltage droop problem during scan
capture for M3-D designs; this method must consider the
M3-D layout information.

C. Identification of Patterns That Cause Yield Loss

We next extract test patterns that cause excessive voltage
droop, resulting in negative slack on sensitized paths. These
patterns are likely to result in yield loss. During scan shifting,
the only requirement to prevent yield loss is to guarantee the
timing requirement between two scan FFs. In our experiments,
the minimum slack in the scan shift is sufficient to endure
the voltage droop problem. Therefore, this article focuses on
mitigating the PSN-induced yield loss during scan capture.
To calculate the additional delay due to voltage droop, we uti-
lize a scale factor under the assumption that gate delay is
computed using a first-order model based on which varies
with the supply voltage and the velocity saturation o ~ 1
in the nanometer regime [27]. Let Vyro0p be the voltage droop
obtained during the dynamic rail analysis. The scaled delay
Taroop 1s calculated as follows:

- g

—= @

(Viom—Varoop)

where T,om is the delay without the voltage droop, Viom is
the nominal supply voltage, and Vj, is the threshold voltage.
In our experiments, Vo is 1.1 V and Vi, 1s 0.15 V according
to the Nangate 45-nm Open Process Design Kit. Increased
delay of sensitized paths for a pattern leads to a reduction of
the minimum slack for these paths. Once the slack becomes
negative, the corresponding path violates the setup time vio-
lation, which may cause an erroneous response at the output
(or scan FF) and hence result in the failure of a good chip and
yield loss.

Note that we conduct timing analysis on the whole design,
instead of each tier separately. A negative slack implies timing

Tdroop = Thom X
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TABLE IV
ANALYSIS OF ATPG-GENERATED PATTERNS

Design # Patterns | # Patterns to Per;;;:;iz of
(Total) be reshaped 0 be reshaped
\ Min-cut based benchmarks |
LDPC 194 74 38.14%
Tate 558 117 20.93%
netcard 43103 451 1.05%
leon3mp 17087 258 1.51%
\ GNN-based benchmarks |
LDPC 203 50 24.63%
Tate 592 89 15.03%
netcard 43423 0 0.00%
leon3mp 17158 0 0.00%

violations, while a positive slack is desirable to minimize yield
loss. Fig. 7 compares the minimum slack of patterns with and
without the impact of voltage droop during scan capture for
the min-cut-based LDPC design. The voltage droop applied
to each gate is obtained from the worst case scenario. Since
we have established that the top-tier WSA is highly correlated
with the PSN-induced voltage droop in Section IV-B, we first
conduct dynamic power and rail analysis on the pattern with
the largest top-tier WSA to obtain the worst case voltage
droop. Next, this voltage droop is utilized to scale the delay
of every gate in the design using (2). As shown in Fig. 7,
a large proportion of patterns have negative slack after delay
scaling. Therefore, pattern reshaping is necessary to mitigate
the yield-loss problem.

Since it is time-consuming to obtain the voltage droop for
each pattern, we apply the largest voltage droop during testing
to every pattern assuming a worst case scenario. This is a
conservative strategy that minimizes voltage droop during scan
capture. The slack reports are obtained by conducting timing
analysis using Synopsys PrimeTime. As shown in Fig. 7(b),
38% of the 194 patterns for LDPC generated by a commercial
ATPG tool have a negative slack after the delay is scaled.
Such patterns are identified to be susceptible to yield loss
and imported into our reshaping algorithm for mitigating the
voltage droop during scan capture.

Table IV shows the number and percentage of patterns
that are likely to lead to yield loss for each design. At least
15% of original patterns for Tate cause yield loss, which is
clearly unacceptable. Note that for GNN-based netcard and
leon3mp, there is no pattern that needs to be reshaped. This is
because patterns generated using the flow for transition-delay
faults tend to sensitize paths that are much shorter than the
critical path in static timing analysis. The slack of such paths
remains positive after scaling with the worst case voltage
droop using (2). In such cases, no pattern is susceptible to
yield loss after yield-loss assessment. However, it is likely
that long paths have negative slack due to voltage droop but
they are not sensitized, which may result in test escapes.
To compensate this situation, we customize our test gener-
ation flow to aggressively sensitize paths with marginal slack.
We first conduct static timing analysis to capture long paths
in the target circuit. For a tradeoff between runtime and fault
coverage, top 2000 long paths are selected for the pattern
generation. Next, we use a commercial ATPG tool to generate
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TABLE V
ANALYSIS OF CUSTOMIZED PATTERNS WITH GNN-BASED BENCHMARKS
Desien # Patterns with # Patterns to | # Top-off Fault
& the selected paths | be reshaped patterns coverage
netcard 84 17 (20.24%) 42567 96.80%
leon3mp 384 55 (14.32%) 17053 98.81%

patterns to detect delay faults through the selected paths. Yield-
loss assessment is conducted on such patterns to identify
which patterns are needed to be reshaped. Finally, we run a
top-off ATPG process to detect remaining faults that cannot
be propagated through the selected paths. Table V shows the
number of patterns with our customized flow and the number
of patterns that need to be reshaped. Around 20% and 14% of
patterns generated with the selected paths cause yield loss for
the GNN-based netcard and leon3mp, respectively. Therefore,
a pattern reshaping procedure is necessary to obtain a new set
of patterns with low dynamic voltage droop.

V. PATTERN RESHAPING

In this section, we describe pattern reshaping based on two
approaches, ILP and simulated annealing. We first remove the
extracted patterns from the original set and update the fault
list. Next, ATPG is carried out to generate new patterns for
undetected faults with don’t-care bits unfilled. During pattern
reshaping, our goal is to fill don’t-care bits in each test pattern
such that the voltage droop is minimized during scan capture.

A. ILP-Based Solution

The first step in ILP modeling is to declare all nets in the
circuit to be binary variables. Since there are two vectors
V! and V? for the initial state and the launch state in a
transition delay fault pattern, respectively, we declare two
variables n' and n® to represent signals of net n with V! and
V2, respectively. Let G be all the standard cells and N be all
the nets in the circuit. We define two sets S! = {n! | Vn € N}
and S> = {n’> | Vn € N}. Next, the functionality of each
Boolean logic gate is realized by a set of linear constraints.
Table VI shows the linear inequalities for four basic logic
gates, where the inputs are denoted as x; and the output is
denoted as y. Every standard cell g in benchmark designs can
be realized by a combination of the listed gate types. Note
that the M3-D benchmarks are all full-scan circuits. The FF
states are determined by the corresponding values in vectors
V! and V2. Therefore, we do not need to model sequential
logic using linear constraints in our ILP model.

The constraints associated with g can be expressed in a
canonical form as follows:

Alxi <1 3)

where i € {1, 2} indicates that this constraint corresponds to
vector V', Ai, e R™" and b; € R™ are the matrix and the
vector of real numbers used to represent the functionality of
cell g, and x; € (S)" is a vector containing the variables
associated with the fan-in net and the fan-out net. Both A}
and b, can bf; easily derived from Table VI based on the gate
type, while x, depends on the topology of the input netlist.
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TABLE VI

CONSTRAINTS THAT INCORPORATE THE FUNCTIONALITY
OF LOGIC GATES

[ Gate Type | Linear Inequalities |

—y+z1+22<1
y—z1 <0
y—x2<0

y—x1—22 <0

OR —y+21 <0
—y+x2<0

y—x1 —x2 <0

—y+z1—22<0

—y—z1—22<0

y+x1+x2 <2
y+x1 <1

—y—xz3 < -1

AND

XOR

INV

After the circuit is modeled using the constraints described
above, the objective function is formulated. To evaluate
the switching activity of net n, we define a binary variable
Nggle = n' @ n?. The XOR gate is used because it can
demonstrate the transition states at net n. If net n is switching,
n' and n> must have opposite values, that is, n' equals to 0(1)
and n? equals to 1(0), making the output of the XOR gate
become 1. Therefore, whenever ngge €quals 1, a transition
occurs at net n. The constraints for nygge can be expressed as
shown below

AxorX, < bxor “4)

where Axor € R**? and bxor € R* are the matrix and vector
to realize an XOR gate, and X, = {nggle, n', n?}. As discussed
in Section IV-B, the dynamic voltage droop is greatly influ-
enced by switching activities in the top tier. Such an influence
is not considered when patterns are reshaped for conventional
2-D ICs. Two-dimensional X-filling algorithms [10]-[12] aim
at minimizing transition states at scan FFs without considering
the toggling of combinational logic gates. These algorithms
may occasionally trigger large switching activities in the
top tier, increasing the probability of yield loss induced by
high voltage droop. Therefore, a new algorithm is needed
for M3-D designs that takes M3-D layout information and
combinational gates in the top tier into consideration. In our
ILP model, the goal is to minimize the weighted switching

activities in the top tier. Let a subset N, = {n € N |
n belongs to the top tier}. The objective function is shown as
min Z WpNioggle Y1 € Niop 5)

n

where w,, is the weight of net n and equal to 1 plus the number
of its fan-out gates. The overall ILP model is represented as
follows:

min E WyNioggle YN € Niop

n
s.t. Ai,x;, < b; Vge G
AX; <b, VgeG
AxorXy < bxor Vn € Nigp. (6)
However, modeling large designs completely with variables

in this manner requires an enormous number of constraints and
consumes considerable runtime during optimization. To relax
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Fig. 8. Example circuit used to illustrate the ILP model.

the constraints, we first carry out a forward implication
with test patterns. Only inputs and gate outputs with an
unknown signal are included in the ILP model. Note that
for a delay-fault test pattern, both the initial state and the
launch state need to be taken into consideration. An example
circuit is shown in Fig. 8. With test vectors V| and V,,
we perform forward implication twice by applying two vectors
contiguously. In this case, only (b',d' f',g', h',d?) will
be defined as binary variables in our ILP model, and the
constraints corresponding to them are formulated using the
linear inequalities mentioned above. Next, nets a, b, e, g are
located in the top tier. After constraints relaxation, it is obvious
that digele and egogele have already been determined. The
inclusion of these two variables in the objective function is
unnecessary. Therefore, the objective function is formulated
as: Minimize {2boggle +2810ggle}. The complete ILP model for
this example is described below

min  2bggle + 28t0ggle
S.t.

—f'4+d' <0

fl=d' <o

—g'+r'<0

g —f'=<o0

<

- <

bioggle — b' <0

— bioggle + b' <0

bioggle + b' <2

8toggle — gl <0

— Guogale +8' <0

Suogele + 8" <2

Binary variables : b',d"' f', g',h', d*, biggle, grogate- (7)
The solution to this ILP problem provides a fully specified

test pattern with minimum WSA for the top tier. This ILP

model is invoked for every test pattern that needs to be
reshaped.

B. Simulated Annealing

The ILP-based algorithm is guaranteed to reshape each pat-
tern with the minimum WSA value for the top tier. However,
the high runtime is a problem for large designs or when
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a large number of patterns need to be reshaped. To ensure
scalability for large designs, we present another reshaping
algorithm based on simulated annealing [28]. The ILP-based
algorithm can reshape patterns with optimal solutions, but it
needs to find a tradeoff between performance and runtime by
dropping patterns exceeding the runtime limit, which results
in a loss of fault coverage. The simulated annealing-based
algorithm can finish execution in a relatively short amount of
time, but it may reshape patterns with suboptimal solutions,
leading to a greater reduction of slack than patterns reshaped
by the ILP-based algorithm. Therefore, the ILP-based solution
is suitable for circuits that have small slack margins but can
accept a slightly loss of fault coverage, while the simulated
annealing-based solution can be applied when the design is
large or the slack margin is not tight. In addition, optimal
results from the ILP approach can be used to assess the quality
of the heuristic solution for smaller designs.

Fig. 9 sketches the steps involved in the reshaping process.
We utilize an inhomogeneous annealing schedule in our algo-
rithm, that is, the temperature decreases after a change of state.
The initial temperature ¢ is a user-defined constant that is
independent of the design benchmark. The number of steps
ng controls the decreasing rate of temperature, which can be
fine-tuned for each design to find a tradeoff between runtime
and performance. Lines 2-18 iterate through all patterns that
need to be reshaped. In Line 3, the initial state is created
by filling don’t-care bits in the target pattern p with Algo-
rithm [11], which has been shown to be scalable for large
designs. Lines 6-16 iterate through the simulated annealing
process for ng times. Line 7 finds a neighbor of the current
state by randomly choosing a bit among don’t-care bits in p
and convert its value from 0(1) to 1(0). Line 8 calculates the
difference between the top-tier WSA values of S; and Scyrrent-
In Lines 9-11, if the acceptance probability, calculated by
exp(—A E/teyrrent), 1 greater than a random number between
0 and 1, the current state is updated; else, the current state
remains unchanged for the next iteration.

In the early stages of optimization when ¢ is high, the accep-
tance probability is close to 1. Thus, a nonimproving solution
is highly likely to be accepted, helping the searching process
to escape from a local minima. In the later stages of opti-
mization, the acceptance probability becomes close to 0 due
to low temperature, so the process gradually converges to an
equilibrium state. Note that if AFE is negative, the current
state is almost certain to be updated. Lines 12-14 changes
the best state to S; if the state S; has the lowest top-tier WSA
value up to this point. Line 15 updates the current temperature.
In our algorithm, we use the linear reduction rule and set the
termination condition to be ¢t = 0. Therefore, the temperature
is changed by decreasing ¢/n, each time. In Line 17, the best
state Spest 1S appended to the final pattern set P’.

The time complexity of the above simulated
annealing-based algorithm can be analyzed as follows.
Given a pattern set P with np patterns, Lines 6-16 will be
executed n; times to find the best state. For each iteration,
the bottleneck occurs at Line 8, where the fault simulation is
conducted to calculate the top-tier WSA of S;. Let the number
of gates in the design D be ng. During fault simulation, each
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RESULTS FOR MIN-CUT-BASED BENCHMARKS WITH AND WITHOUT RESHAPING

TABLE VII

[ Design [ # Patterns [ Mean WSA (top tier) [ Standard deviation of WSA (top tier) | Fault coverage [ # Paths with negative slack |

[

Without Pattern Reshaping

l

LDPC 194 58830 5818.91 99.73% 74
Tate 558 99629.05 11763.54 98.37% 117
netcard 43103 46710.27 19333.75 96.71% 451
leon3mp 17087 35241.07 9390.20 98.87% 258
| With Simulated Annealing-based Pattern Reshaping
LDPC 204 56674.65 5928.68 99.73% 0
Tate 669 81546.31 35459.48 98.37% 0
netcard 43288 46241.82 19486.18 98.71% 0
leon3mp 17624 26119.89 9441.09 98.88% 0
| With ILP-based Pattern Reshaping
LDPC 200 58150.98 5355.39 99.64% 0
Tate 443 99132.92 11503.97 97.98% 0
netcard 43288 45626.45 19892.42 96.71% 0
leon3mp 16932 35061.30 9569.05 98.81% 0
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Input: A pattern set P with don’t care bits unfilled, the correspond-
ing design D, the number of steps n, and the temperature ¢
Output: A pattern set P’ after reshaping

exceed the runtime limit are removed during optimization. The
CPU time required to generate the ILP model is negligible.

A. Min-Cut-Based Benchmarks

Table VII shows the test pattern results obtained after
reshaping for the min-cut-based benchmarks. It is expected
that the number of patterns increases slightly due to the
lack of pattern compaction when we generate a new set
with don’t-care bits before the optimization. For the Tate and
leon3mp benchmarks with the ILP-based reshaping algorithm,
our solution leads to a reduction in the number of test
patterns, with a negligibly small decrease in fault coverage. For
all our benchmarks, the average WSA of patterns decreases
with pattern reshaping without any adverse impact on fault

Note that for the original ATPG-generated pattern set, many

1: P =0

2: for each p € P

3: Scurrent <— Initialize(p)

4: Shest < Scurrent

50 teurrent 1

6: for i = 1 to n,

7: Si < Neighbor(Scurrent)

8: AFE <+ Top-tierWSA(D, S;) - Top-tierWSA(D, Scurrent)
9: if exp(—AE /teurrent) > rand()

10: Smn'r(\m‘ — Si

11: end if

12: if Top-tierWSA(D, S;) < Top-tierWSA(D, Spest)

13: Sbr,)t < Sl

14: end if

15: teurrent <— UpdateTemperature(cyrrent) coverage.
16: end for

17: P' == P'USpest

18: end for

19: return P’

Fig. 9. Pseudo-code for the simulated annealing-based reshaping algorithm.

gate is evaluated twice for a transition-delay test pattern,
hence the time complexity is O(ng). The other steps can
be completed in constant time. Therefore, the total time
complexity is O(npngng).

VI. EXPERIMENTAL RESULTS

We implemented a program in Python to formulate the
ILP models for patterns with don’t-care bits. We utilized the
Python application programming interface and the ILP solver
of the Gurobi optimizer [29]. Our code was run on a 64-bit
Linux Server with a 10-core Intel Xeon 2.40 GHz CPU and
12 GB memory.

Even though the number of variables and constraints of the
ILP model are linear in the size of circuit, runtime overhead is
a major concern for large designs. To find a tradeoff between
performance and efficiency, we define a runtime threshold to
compare the results of each reshaping algorithm within the
same timing constraint. In our experiments, the runtime limit
is 0.5 h for each pattern and 48 h for the whole reshaping
process. With a negligible loss of fault coverage, patterns that

sensitized paths have negative slack due to voltage droop.
These paths are likely to lead to yield loss. In Table VII,
we list one path for each test pattern; this is the path with the
minimum slack for the corresponding pattern. We consider
the worst case scenario and extract patterns with negative
minimum slack and then use our approaches to reshape such
patterns. If such a path has positive slack, we can ensure
that no sensitized path has negative slack; hence, yield loss is
eliminated. We leave the patterns that only sensitize paths with
positive slack unchanged and extract the other patterns from
the original pattern set. Next, we reshape the extracted patterns
with our proposed ILP-based and simulated annealing-based
optimization methods. A timing-analysis verification step is
carried out to compute the slack after pattern reshaping.
As shown in Table VII, all sensitized paths have positive slack
for the reshaped patterns.

Note, however, that the reduction in average WSA value
is not so noticeable. This is because the average WSA is
dominated by patterns in the original test set that have a large
WSA but only sensitize paths without a small slack. Those
patterns are unlikely to fail a good chip due to the voltage
droop problem and thus these patterns do not have to be
reshaped.

We next compare the reshaped patterns with a 2-D baseline
X-filling algorithm [11]; the results are shown in Table VIII.
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TABLE VIII
COMPARISONS BETWEEN PROPOSED RESHAPING METHODS WITH A 2-D BASELINE X-FILLING ALGORITHM [11] FOR MIN-CUT-BASED BENCHMARKS
. . . . # Patterns with min. slack .
Design # Patterns reshaped | Fault coverage | # Patterns having paths with negative slack below 3% of the clock period CPU time
l (] |
LDPC 84 99.73% 0 7 Sm
Tate 228 98.37% 1 18 20m
netcard 636 96.71% 47 98 17m 22s
leon3mp 795 98.88% 7 10 3Ilm 7s
| Simulated Annealing-based Optimization ]
LDPC 84 99.73% 0 0 3h 20m
Tate 228 98.37% 0 0 2h 26m
netcard 636 96.71% 0 31 5h 28m
leon3mp 795 98.88% 0 3 9h 57m
| ILP-based Optimization |
LDPC 80 99.64% 0 0 9h 10m
Tate 2 97.98% 0 0 48h
netcard 636 96.71% 0 6 48h
leon3mp 103 98.81% 0 0 48h
We first carry out timing analysis to evaluate the reduction in 160
yield loss after pattern reshaping. We also consider sensitized L 140
paths with the minimum slack for each pattern and record 5120
the number of paths whose slack is no more than 3% of the & lgg .
. o u
functional clock period. 2 60 -£L1>]
. . =1
In Table VIII, the number of reshaped patterns is obtained ERn SA
based on the ATPG generation process. We update the unde- “ %0 I I I I
tected fault list after extracting patterns from the original 0 - - — -
set and regenerate a new set of patterns with don’t-care bits <0 0%'30/1‘; 3%;'6% ; 61%1(9% ,9;/"'12% 12%-15%
. . . ercentage ol cloc CT10¢
unfilled. Therefore, this number is different from the number ¢ P
of patterns-to-be-reshaped listed in Table IV due to the lack  Fig. 10. Minimum slack distribution with voltage droop for the reshaped

of pattern compaction. Note that for the results with the
ILP-based optimization method, the number of patterns is
lower in Table VIII due to optimizations carried out to reduce
runtime. For Tate and leon3mp, the drop in the number of
patterns is large because the reshaping procedure is terminated
when it reaches the runtime limit, which is 48 h in our
experiments. During ILP optimization, we remove patterns
after timeout and patterns that require high runtime for analysis
and evaluate the remaining patterns. Since the loss of fault
coverage is negligible, further optimization does not have to
be conducted. For the simulated annealing-based optimization
method, all benchmarks can finish execution within the run-
time limit without any loss of fault coverage.

In [11], a probabilistic method is presented to ensure low
capture power without any loss of fault coverage. However,
the randomness in this method tends to occasionally sensitize
paths with a small slack. Moreover, because [11] does not take
the M3-D layout and PDN information into account, it can lead
to considerable voltage droop for some test patterns during
scan capture. As a result, the patterns obtained from [11]
can lead to either negative slack or considerably reduced
slack margin. Negative slack will always lead to yield loss,
while reduced slack will magnify the detrimental impact of
small-delay defects and also likely to lead to the failure of
a good chip with small process variations. In the proposed
methods, the reshaped patterns do not cause negative slack
under voltage-droop conditions on sensitized paths and the
problem of slack-margin reduction is also mitigated. Also,
Table VIII shows that the proposed methods lead to fewer

patterns for the min-cut-based netcard benchmark, where SA is the simulated
annealing-based algorithm.

sensitized paths with reduced slack margins compared with
the baseline.

We next evaluate the impact on slack of different optimiza-
tion methods. Figs. 10 and 11 show the slack distributions
for the reshaped patterns with respect to the percentage of
the clock period for the min-cut-based netcard and leon3mp
benchmark, respectively. Note that patterns with minimum
slack larger than 15% of the clock period are not of concern
because such patterns are unlikely to result in yield loss
due to small-delay defects or process variations. Among the
three optimization methods, the ILP-based solutions provide
the greatest improvement in the slack margin. The slack
distributions of the baseline solutions [11] are more similar
to the proposed simulated annealing-based solutions than to
the ILP-based solutions. This is reasonable because during
simulated annealing, we utilize the baseline results as initial
states. It is likely that the best solutions the heuristic can
find are local minima near initial states. However, for all
the benchmarks in Table VIII, the simulated annealing-based
method can get better solutions compared to the baseline.

B. GNN-Based Benchmarks

Table IX shows the test pattern results obtained after
reshaping for the GNN-based benchmarks. Note that for
netcard and leon3mp, the pattern sets are generated by our
customized flow, as described in Section IV-C. The proposed
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TABLE IX
RESULTS FOR GNN-BASED BENCHMARKS WITH AND WITHOUT RESHAPING

[ Design [ # Patterns [ Mean WSA (top tier) [ Standard deviation of WSA (top tier) | Fault coverage [ # Paths with negative slack |

| Without Pattern Reshaping |

LDPC 203 39142.29 3282.08 99.74% 50
Tate 592 107900.45 12544.87 98.26% 89
netcard 42651 53880.73 25361.12 96.80% 17
leon3mp 17437 38673.78 9903.05 98.81% 55
| With Simulated Annealing-based Pattern Reshaping
LDPC 218 37084.16 4053.50 99.74% 0
Tate 659 90981.13 34217.86 98.26% 0
netcard 42651 53848.34 25371.23 96.80% 0
leon3mp 17705 38519.45 10149.40 98.81% 0
| With ILP-based Pattern Reshaping
LDPC 218 37919.70 3323.10 99.74% 0
Tate 509 107432.23 14146.12 98.18% 0
netcard 42651 53584.62 25373.49 96.80% 0
leon3mp 17389 38833.83 9900.18 98.80% 0
60 is very important. This is because even only one pattern in
50 the pattern set has negative slack, and it always leads to yield
§ 20 loss. For the slack-margin reduction, the proposed solutions
< . . . .
& outperform the baseline solutions in reducing the number of
530 u[11] . .
5 = ILP patterns with slack below 3% of the clock period for the largest
g20 SA two benchmarks.
Z10
, 1 | 5 - B - VII. DISCUSSION
0% 0%-3%  3%-6% 6%-9% 9%-12% 12%-15% A. Comparisons Between the Proposed Methods
Percentage of clock period
The ILP-based reshaping method guarantees the minimum
Fig. 11.  Minimum slack distribution with voltage droop for the reshaped top-tier WSA value for each reshaped pattern. Among the three

patterns for the min-cut-based leon3mp benchmark, where SA is the simulated
annealing-based algorithm.

reshaping methods can mitigate the yield-loss problem for all
the benchmarks. Note that with ILP-based pattern reshaping,
the drop in fault coverage for Tate is larger than for other
benchmarks. This is because during reshaping, few patterns
can finish within the runtime limit, that is, 0.5 h for each
pattern. However, the loss on fault coverage is only 0.08%,
which is acceptable.

Table X shows the comparisons for the reshaped patterns
between the baseline algorithm [11] and the proposed methods
for the GNN-based benchmarks. For netcard and leon3mp,
the number of patterns with minimum slack below 3% of the
clock period is higher than that for LDPC and Tate. This
is expected because patterns for netcard and leon3mp are
generated by our customized flow. The sensitized paths tend to
have marginal slack even without considering voltage droop.
Therefore, the slack-margin reduction is not as significant as
the alleviation of the yield-loss problem.

Furthermore, patterns with marginal slack are highly sen-
sitive to PSN-induced voltage droop. A small increase in
voltage droop can make positive slack become negative, lead-
ing to yield loss. As a result, reshaping algorithms require
to be extremely effective to prevent yield loss. For all the
benchmarks, the proposed methods can eliminate the number
of patterns with negative slack, while two and one patterns
have negative slack in the baseline solutions for netcard and
leon3mp, respectively. Although the proposed methods require
higher CPU runtime than the baseline, such full elimination

reshaping algorithms evaluated in Tables VIII and X, it always
produces the best results. Furthermore, it can improve the
slack margin considerably to help prevent yield loss due to
small-delay defects. However, a major drawback is that a few
patterns may be dropped due to runtime limits, leading to a
small loss of fault coverage. We have shown that the fault
coverage loss for all benchmarks is within 0.08%, which is
sometimes acceptable in practice. Moreover, our method can
be combined with stuck-at fault patterns to prevent test escape
of real stuck-at faults due to fault coverage loss. Stuck-at faults
do not affect PSN because they are used in static testing,
which is not at-speed. A second concern is the scalability to
large designs. The number of variables in our ILP model is
proportional to the size of benchmarks. Therefore, it may take
a long time when patterns are reshaped for large benchmarks
and some patterns may be dropped. Nonetheless, the results
obtained by ILP-based optimization are useful because they
can be used to evaluate the performance of other heuristics
for smaller designs.

The simulated annealing-based method guarantees that there
is no drop in fault coverage, and therefore it is an alter-
native to ILP when even negligible drop in fault coverage
is unacceptable. Furthermore, the simulated annealing-based
method is scalable for large designs. Although it needs more
computational effort compared to [11], the reshaped pattern set
has fewer patterns with negative slack. This is very important
because even a single pattern with negative slack can lead to
yield loss. The disadvantage of this method is that it can only
obtain suboptimal solutions. Therefore, our ILP-based method
is suitable for designs that can endure a small loss of fault
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TABLE X
COMPARISONS BETWEEN PROPOSED RESHAPING METHODS WITH A 2-D BASELINE X-FILLING ALGORITHM [11] FOR GNN-BASED BENCHMARKS

. . . . # Patterns with min. slack .
Design # Patterns reshaped | Fault coverage | # Patterns having paths with negative slack below 3% of the clock period CPU time
\ (1] \
LDPC 65 99.74% 0 0 23s
Tate 156 98.26% 0 0 3m 20s
netcard 17 96.80% 2 3 28s
leon3mp 323 96.81% 1 91 12m 47s
\ Simulated Annealing-based Optimization |
LDPC 65 99.74% 0 0 1h 40m
Tate 156 98.26% 0 0 1h 53m
netcard 17 96.80% 0 2 58m 52s
leon3mp 323 96.81% 0 65 3h 5Im
\ ILP-based Optimization |
LDPC 65 99.74% 0 0 2h 6m
Tate 6 98.18% 0 0 48h
netcard 17 96.80% 0 3 5h 52m
leon3mp 7 98.80% 0 1 48h
TABLE XI
ANALYSIS OF ATPG-GENERATED PATTERNS OF BENCHMARK MIN-CUT-BASED M3-D DESIGNS IN THE TEST-COMPRESSION ENVIRONMENT
[ Design [[ # Test inputs [ # Scan chains [ # Patterns | Fault coverage | # Patterns to be reshaped [ Percentage of patterns to be reshaped |
LDPC 5 100 187 99.62% 14 7.49%
Tate 5 100 538 99.36% 74 13.75%
netcard 10 200 44231 96.66% 486 1.10%
leon3mp 10 200 17406 98.79% 214 1.23%

coverage but have a tight slack margin, while the simulated
annealing-based algorithm can be applied to the designs when
absolutely no loss in fault coverage is permitted.

B. M3-D Process Variations

Process variations have a significant impact on delay testing
because they lead to slack-distribution variations from chip to
chip. M3-D process variations can be attributed to two key
reasons: (i) low-temperature manufacturing process for top-tier
transistors and (ii) stability of intermediate back-end-of-line
(iBOEL). In an M3-D design, device tiers are sequentially
fabricated on the same wafer. Conventional manufacturing
steps (e.g., epitaxy, annealing, and dopant activation) often
have high thermal budgets, which inevitably causes damages
to cells and wires in the bottom tier during top-tier device
fabrication. Therefore, low-temperature process is mandatory
for M3-D integration. Solid-phase epitaxy regrowth (SPER)
and laser annealing have been developed to successfully real-
ize top-tier transistors without damaging the bottom-tier com-
ponents. However, such processes lead to high source/drain
resistance and low on-current, degrading the performance of
top-tier transistors. The metal usage for iBOEL is another
concern since standard copper/low-k materials have a high
risk of contamination when fabricating the top tier. A high-
temperature anneal may increase the sheet resistance and
leakage current [30].

The above M3-D process variation issues have been largely
resolved in recent years due to breakthroughs in 3-D inte-
gration technology. For example, it has been demonstrated
in [31] that high-performance fully depleted silicon-on-
insulator (FDSOI) transistors can be fabricated at a temper-
ature below 500 °C. In [32], copper/low-k iBOEL has been
shown to be stable and reliable under the standard 28-nm

design rules. These breakthroughs make the impacts of process
variations in M3-D ICs similar to that for conventional 2-D
designs. Solutions have been proposed in the literature or
adopted in practice to handle such variations [33], [34], and
these solutions can be easily used for M3-D designs. There-
fore, we do not consider process variations in our analysis and
pattern reshaping approaches.

C. Pattern Reshaping With Test Compression

Test compression is widely used today to achieve a sig-
nificant reduction in test time and data volume. To discuss
the PSN-induced yield loss in a test-compression environment,
we insert compression designs into our min-cut-based bench-
marks using Synopsys Testmax. Table XI shows the number
and percentage of patterns that are required to be reshaped in
the compression environment. Up to 13% of original patterns
for Tate cause yield loss, which is unacceptable. Therefore,
pattern reshaping is required to mitigate PSN-induced voltage
droop in M3-D designs with test compression. However,
X-filling reshaping algorithms are not compatible with test
compression due to the difficulty of finding don’t-care bits in
a compressed pattern.

To conduct pattern reshaping in the test compression envi-
ronment, we extend our proposed simulated-annealing-based
method. During the simulated annealing process, we change
the way in which we find a neighbor of the current state in a
compressed pattern. Instead of searching for a don’t-care bit,
we randomly choose a bit among test inputs and convert its
value from O (1) to 1 (0). This modification may occasionally
influence the sensitized paths after reshaping, leading to a
loss of fault coverage. To compensate for the loss, we run a
top-off ATPG process following simulated annealing. Finally,
yield-loss assessment is conducted on the reshaped patterns
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TABLE XII
RESULTS FOR MIN-CUT-BASED M3-D DESIGNS IN THE TEST-COMPRESSION ENVIRONMENT AFTER RESHAPING

Loss of fault coverage Fault coverage
Design # Total patterns yerag # Top-off patterns | with top-off and | # Patterns with negative slack | Test time increase
due to reshaping
reshaped patterns
LDPC 221 0.12% 34 99.63% 0 18.18%
Tate 641 0.07% 101 99.36% 0 18.70%
netcard 44362 0.01% 131 96.66% 0 0.29%
leon3mp 17638 0.02% 214 98.82% 0 1.33%

and top-off patterns to evaluate the effectiveness of yield-
loss mitigation. Pattern reshaping results with test compression
are shown in Table XII. PSN-induced yield loss can be fully
eliminated for all the benchmarks. Note that the loss of
fault coverage due to the simulated-annealing-based reshaping
process is extremely low; therefore, few paths need to be
sensitized by each top-off pattern, leading to a low value of
WSA. We also fine-tuned the merging step during pattern
generation to ensure that the WSA value of every top-off
pattern is low enough to prevent yield loss. Hence, while
the proposed solution does not guarantee that the top-off
patterns will not lead to any increase in the WSA, we have
incorporated optimization steps to ensure that the yield-loss
problem is avoided. An increase in test time due to the top-off
patterns is another concern, but this increase is negligible for
the two largest benchmarks. Moreover, in view of the high
compression ratio, this increase might be acceptable. As part of
ongoing work, we are assessing new reshaping algorithms that
are specifically aimed at M3-D designs with test compression.

VIII. CONCLUSION

We have proposed a framework to conduct dynamic power
and rail analysis for M3-D ICs. We have demonstrated that
the magnitude of the voltage-droop problem in scan test mode
depends on the switching activities in the top tier of a two-tier
design. We have also shown how we can identify test patterns
that are likely to fail a fault-free chip, that is, cause yield
loss, due to the droop-induced added delay on sensitized paths.
We have presented an ILP-based X-filling algorithm and a sim-
ulated annealing-based algorithm for M3-D pattern reshaping.
Experimental results for OpenCore and the ISPD 2012 bench-
marks show that the average WSA of the top tier is reduced
after pattern reshaping and there is no decrease in the slack of
sensitized paths. The proposed methods significantly mitigate
the PSN-induced yield-loss problem during scan capture for
M3-D designs. As part of ongoing work, we are assessing our
solutions for M3-D designs with more than two tiers.
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