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ABSTRACT

Neuromorphic computing represents one technology likely to be
incorporated into future supercomputers. In this work, we present
initial results on a potential neuromorphic co-processor, including
a preliminary device design that includes memristors, estimates on
energy usage for the co-processor, and performance of an on-line
learning mechanism. We also present a high-level co-processor
simulator used to estimate the performance of the neuromorphic
co-processor on real applications. We discuss future use-cases of a
potential neuromorphic co-processor in the supercomputing envi-
ronment, including as an accelerator for supervised learning and
for unsupervised, on-line learning tasks. Finally, we discuss plans
for future work.
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1 INTRODUCTION

As we move into post-Moore’s law era computing, there are a
variety of potential technologies that may be incorporated into
supercomputers of the future. We have already seen the emergence
of heterogeneity into both supercomputers and clusters through the
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successful inclusion of graphics processing units (GPUs) into the
computational infrastructure of machines such as Oak Ridge Leader-
ship Computing Facility’s Titan and the inclusion of programmable
architectures such as FPGAs into commercially available clusters
such as Amazon Web Services. One of the technologies that is
likely to be included in the heterogeneous supercomputing nodes
of the future is neuromorphic computing [26]. Neuromorphic com-
puter architecture and operation are inspired by biological brains.
Neuromorphic computers are attractive in a post-Moore’s law era
computing landscape because they offer the potential for lower
power, the incorporation of beyond CMOS technologies, and native
machine learning capabilities, which are becoming significantly
more important in data-heavy supercomputing applications of the
future.

When considering the implications of including a neuromor-
phic computer as a supercomputing co-processor or in a high-
performance compute node, several characteristics must be consid-
ered. One of those components is the design of the neuromorphic
computer system itself, including the selection of circuitry that can
perform appropriate operations on a small power budget. Another
consideration is how the neuromorphic co-processor will be inte-
grated with a traditional CPU, in terms of a communication infras-
tructure. Both of these characteristics are primarily hardware-level
concerns, but they are inextricably linked to software, algorithms,
and applications-level concerns, as we consider the appropriate use
cases of the neuromorphic system. In determining the operation of
the neuromorphic system, on-chip learning capabilities, how they
might be utilized, and how they affect performance are also major
considerations.

In this work, we describe a neuromorphic co-processor model,
including a hardware implementation based on memristors and
an on-chip learning mechanism based on spike-timing dependent
plasticity. We present some preliminary work on this project, in-
cluding results based on low-level and high-level simulations. We
also discuss some potential applications for this system, and we
speculate on the implications of including such systems in future
supercomputers.

2 RELATED WORK

Memristors have become increasingly popular in the neuromor-
phic computing community for the last decade due to their low
energy operation, potential for high density, and their behavioral
similarities to biological synapses [17, 19, 23]. Implementations
utilizing memristors have been used as both independent synapse
implementations [1, 12] and in memristive crossbars [2, 8]. Metal
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oxide memristors have been commonly used [25], though there is
also exploration of other memristor types, including organic and
polymer-based memristors [4, 9]. We estimate the energy calcu-
lations in this work based on hafnium-oxide memristors, but any
memristor model could be substituted in our simulation framework.
Perhaps more importantly, our high-level simulator does not rely on
memristor-based operation, so other low-level circuit types could
be utilized as well.

High-level simulators of neuromorphic systems have also been
developed, such as Xnet [6] and MNSIM [34], both of which are
simulators for memristor-based hardware. Perhaps the most related
high-level simulator to the one developed in this work is the NeMo
simulator [29], which has been specifically used to simulate spiking
neural networks of the structure that are used in IBM’s TrueNorth
neuromorphic system [3]. NeMo also utilizes a parallel discrete
event simulator, in particular Rensselaer’s Optimistic Simulation
System (ROSS) [7]. Our initial high-level simulator implementation
does not utilize optimistic execution as part of the parallel discrete
event simulation, though it can be extended in the future to do so
in order to improve performance as needed.

3 NEUROMORPHIC CO-PROCESSOR
SIMULATION DESCRIPTION

A key component to our co-processor co-design is the develop-
ment of both low-level and high-level simulation models. We have
utilized circuit simulators such as Cadence Spectre to define how
simple circuits behave, but it is not realistic to utilize circuit-level
simulators to estimate the behavior of a device on the scale of a co-
processor, which will contain at least hundreds of circuit elements.
As such, we have developed a high-level simulator, where behaviors
of large systems can be analyzed. The results from the low-level
simulator, including energy estimates for different behaviors, can
be utilized in the high-level simulator to predict the behavior of
a real co-processor. Our high-level simulator is written in C++,
and models leaky integrate-and-fire neurons and synapses with
spike-timing dependent plasticity (STDP). The activity of a network
is simulated using a discrete-event simulation. To allow for large
network sizes to be implemented, we have developed a parallel
version of our simulator. In this parallel discrete event simulation,
a network is divided across multiple compute nodes, and events are
communicated between nodes using the message passing interface
(MPI). We have created our own neuromorphic simulator so that we
may easily include different hardware characteristics, restrictions,
and performance estimates in the future, as we plan to use the same
simulator for other hardware implementations. For example, al-
though we currently utilize a metal oxide memristor-based synapse,
we may explore other synapse and neuron implementations in the
future, such as optical neurons or polymer or organic memristors.

One of the key characteristics of neuromorphic computers is their
potential for on-line, on-chip learning. Though there are neuromor-
phic systems that do not implement on-chip learning, including
TrueNorth [3], we believe that it is highly important that on-chip
learning be included as part of a neuromorphic system. Moreover,
we also believe that it is important to consider training and/or learn-
ing as part of the overall estimates of performance of neuromorphic
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systems. In most reported results of neuromorphic computers, per-
formance estimates are given for a pre-trained network or for the
inference step only. Since training and learning can be of consider-
able computational cost, we want to be able to quantify how they
affect performance of a neuromorphic co-processor. As such, we
include the ability to collect performance results during both our
training and learning steps.

4 PRELIMINARY RESULTS

In this section, we present some preliminary results of our investi-
gation of a neuromorphic co-processor. We first present an initial
exploration of chip layout for a neuromorphic coprocessor. Then,
we discuss utilizing a low-level simulation to obtain estimates on
energy required for completing certain operations. We briefly dis-
cuss the implementation of an on-chip learning mechanism based
on spike-timing dependent plasticity (STDP) and discuss the im-
plications of choosing different clock rates for the co-processor
on the STDP process. We then present results on the scalability of
a high-level simulator and give a brief discussion of how we can
integrate results from the low-level and high-level simulators to
estimate performance of the system.

4.1 Low-Level Design Exploration
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Figure 1: Neurons and synapses laid out in crossbar fashion.
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An overview of the memristive crossbar-based neuromorphic
fabric considered here is illustrated in Figure 1. The key advantage
of using a crossbar implementation is the high density achieved
by implementing synapses as memristors that exist at each cross-
point. The crossbar also acts as an analog matrix-vector multiplier,
a common operation for neuromorphic algorithms, but with dra-
matically reduced hardware relative to CMOS counterparts [16].
This usage of a memristive crossbar also helps reduce the overall
energy-consumption of the neuromorphic co-processor. For the
architecture considered, twin memristors are used as synapses and
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Figure 2: Full-chip layout of our 10x10 memristive neural
network design.

are driven by complimentary signals from the pre-neuron to real-
ize both positive and negative weights. Spikes driven through the
twin memristor synapses are multiplied by the weights (memristor
conductance) via Ohm’s Law with the weighted inputs summed
along the columns via Kirchoft’s Law. The post-neurons (bottom of
Figure 1) are then responsible for integrating this resulting sum and
comparing against a threshold to determine if a firing condition
has been met.

We have explored an initial chip layout for the neuromorphic
co-processor to specify the hardware design constraints at early
stage. Figure 2 shows the full-chip layout of our 10x10 memristive
neural network. We have utilized NCSU FreePDK45 (45nm Process
Design Kit) [13] and added the design rules for the memristor and
analog components including a Metal-Insulator-Metal capacitor to
guarantee the functionality and manufacturability of the layout.
The memristor-based synapses (< 1um?) are very small relative
to individual neurons (~ 100um?), leading to very high density
connections between pre-neurons and post-neurons. Thanks to the
high fabrication density of memristors, this crossbar architecture
not only reduces the entire footprint of neuromorphic co-processor,
but also provides layout regularity, which aids the scalability of the
overall network.

4.2 Low-Level Energy Estimates

We have executed low-level simulations of neuromorphic circuits to
determine the performance of a neuromorphic co-processor using
Cadence Spectre. These simulations allow us to evaluate simple
circuits and simple operations. One factor we can measure using
this simulation is the energy consumption of a circuit. For example,
there are three major operations that make up the behavior of
our proposed neuromorphic fabric: accumulation, training, and
idle. The accumulation phase is when a spike traveling along the
synapse has reached the post-neuron and its weight is being added
to the post-neuron’s charge. The training phase occurs during the
STDP phase (see Section 4.3 for more detail).

Energy requirements for our implementation for the different
operating phases are presented in Table 1. The values listed here
account for the memristive synapse as well as the synaptic control
circuit of the pre-neuron. While our implementation is capable
of tracking 5 clock cycles before and after a post-neuron fire for
STDP purposes, we could restrict our circuit to track fewer cycles.
Correspondingly, we have shown the energy requirements when
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we restrain our circuit to 3 cycle or 1 cycle tracking. As expected,
there is a reduced energy requirement if we track for less number
of cycles. It should also be noted that energy calculations are based
on memristance range of 5kQ to 50kQ with a clock frequency of
25MHz. While these values have been assumed conservatively for
the device mentioned in [5], with a higher clock frequency and
higher value of memristance, energy requirements will be even
less.

Table 1: Energy per spike of a neuromorphic system includ-
ing the proposed synapse

Tracking Accumulation Training Idle
() (p)) (®))

1 cycle 1.25 2.42 0.07
3 cycle 1.32 3.11 0.61
5 cycle 1.48 3.36 0.69

4.3 STDP Results

One of the key components of neuromorphic architectures is their
ability to do on-line, on-chip learning. This is commonly imple-
mented with spike-timing dependent plasticity (STDP). Different
hardware characteristics can result in different behavior of STDP.
In this section, we demonstrate that our proposed circuit can ac-
complish STDP, and we also show the effect of different clock rates
on how STDP performs.

A simulation result from Cadence Spectre on a simple neuron-
synapse-neuron circuit is shown in Figure 3 to demonstrate how
potentiation and depression work. Different levels of potentiation
and depression conditions are generated in the simulation. Assum-
ing the synapse is excitatory, the initial weight of the synapse is
positive. In the beginning, the pre-neuron and post-neuron fires are
farther apart in time. Hence, the potentiation and depression is less,
as it can be seen from G, ¢y waveform. When the fires are closer,
potentiation and depression is larger. For the pre-neuron fires that
occur immediately before (after) the post-neuron fire, potentiation
(depression) is the strongest. For that case, G sy rises and falls
very sharply. In Figure 3, the synapse is first depressed and then
potentiated so that depressions always begin from the same initial
positive weight.

Using the conductance values from Spectre simulation, expo-
nential STDP behavior can be seen in Figure 4. The graph shows
the change of conductance as a percentage of maximum conduc-
tance (Gmax) versus timing difference between pre-neuron and
post-neuron fires.Using the same memristor model in MATLAB,
a similar graph can be generated. This MATLAB model closely
approximates the simulation data but slightly overestimates the
conductance change. This is a consequence of the voltage drop
across the transistors in the Cadence circuit level implementation
that is not present in the MATLAB model.

The change in synaptic weight is directly related to the switching
time of memristors. Also, the change in memristance is proportional
to the amount of time for which voltage across the memristor
exceeds the switching threshold. Hence, the clock frequency has
significant impact on STDP behavior, as the pulse width defines
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Figure 3: Waveforms depicting the weight change of the
synapse in accordance with the STDP rule
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Figure 4: Dependence of the STDP behavior of the proposed
synapse on the clock frequency

how long the synapse is depressed or potentiated. In Figures 3 and
4, the conductance change is achieved with a clock frequency of
25 MHz. If we increase the clock frequency to 100 MHz, we get
smaller changes in memristance since the pulse widths are smaller.
The small changes in memristances cause small change in synapse
conductance. Also, as we are tracking the same number of firing
events for a higher clock frequency, we are tracking for less amount
of time as compared to that for a lower frequency.

We utilize a combination of these results from the low-level
simulator and our high-level simulator to study whether we need
smaller changes in memristance to accomplish desired tasks. In
general, higher clock rates will correspond to greater power con-
sumption. Different applications may have different requirements
in terms of power restrictions. Using a combination of our high and
low level simulations, one can study the effect of the changes in
STDP on performance and determine the appropriate clock rate for
their performance needs.
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4.4 High-Level Simulator Results

The high-level simulator for our project is written in C++ to allow
for speed of simulation, and we utilize MPI to enable communica-
tion between compute nodes running in parallel. The simulation is
implemented as a discrete event simulation, with the distributed
version employing a simple, conservative synchronized parallel
discrete event simulation algorithm. A high-level simulator is im-
portant for estimating the behavior of a co-processor for relatively
large networks (greater than 100 neurons) in a reasonable amount
of time. For example, our low-level simulations in Sections 4.2 and
4.3 require approximately three hours to simulate 320 cycles on a
network with nine neurons and seven synapses. Using the high-
level simulator, we can simulate the behavior of large networks
(greater than 10,000 neurons and and greater than 100,000 synapses)
in a relatively short amount of time (less than ten minutes for a
10,000 cycle simulation).

For larger network sizes and longer simulation runs, it is bene-
ficial to utilize our distributed neuromorphic network simulation.
Figures 5a and 5b shows the time (in seconds) to simulate a 10,000
neuron, 100,000 synapses network and a 100,000 neuron, 1,000,000
synapses network (respectively) for 10,000 clock cycles on the super-
computer Titan® at Oak Ridge National Laboratory. As can be seen
in the figure, increasing the number of processes (each of which
is assigned to its own core on Titan) improves performance to a
point. The best results for the smaller network size (results shown
in Figure 5a) is achieved using 256 cores, with a total processing of
over 28 million events per second. The performance decreases for
512 and 1024 cores, indicating that there are communication bounds
for a network of that size and connectivity level. With the larger
network size (results shown in Figure 5b), the best performance is
achieved at 512 cores, indicating that as the network size increases,
it may be beneficial to increase the number of cores. We have not yet
explored different connectivity levels, though we intend to pursue
that in future work.

The events processed here are the accumulation events that
occur at a neuron when one of its incoming synapses is activated
and fire events. We do not include adjustments of synaptic weights
due to STDP as types of events, but it is worth noting that, on
average, synaptic depression occurs on every accumulation event
on a neuron for all incoming synapses on that neuron, and synaptic
potentiation occurs for every fire on a neuron for all incoming
synapses for that neuron. If the event calculation metric includes
those types of events, then the number of events processed per
second for this network are multiplied by approximately 10 (because
of the 10:1 synapse-to-neuron ratio), to processing 280 million
events per second for the 10,000 neuron, 100,000 synapse network.

Utilizing this simulation in the future, we will be able to map
our more detailed events measurements to the energy estimates
discussed in Section 4.2 to estimate the overall energy or power
for different applications. Additionally, this simulation will also
allow us to explore what effect different hardware decisions has on
performance for real applications. For example, the length of the
learning cycle training (as discussed in Table 1) is on such feature
where we can evaluate how the length of the learning cycle actually
affects learning on a real application, both in terms of the network’s

“Titan: https://www.olcf.ornl.gov/computing-resources/titan- cray-xk7/
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Scaling Results for a 10,000 Clock Cycles
on a 10K Neuron, 100K Synapse Network
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(a) Scaling results for a 10,000 neuron, 100,000 synapse network for
10,000 clock cycles.
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(b) Scaling results for a 100,000 neuron, 10,00,000 synapse network for
10,000 clock cycles.

Figure 5: Dependence of scaling results for our parallel dis-
crete event simulator on network size. The two y-axes show
the time in seconds to complete the simulation (on the left,
in blue) and million of events processed per second (on the
right, in red).

ability to learn and on the resulting energy usage. Similarly, we
can evaluate the different STDP behavior described in Figure 4 in
terms of both effect on learning ability of networks and on speed of
performance of a real chip (for different clock rates), as there may
be applications that require higher clock rates but less fidelity in
the learning itself (or vice versa). On the whole, the combination of
low- and high-level simulators allow us to explore implications of
hardware decisions in a real way, rather than relying on either low-
level estimations alone (which are only feasible for trivial networks)
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or on high-level estimations alone (which do not provide the level
of detail required for some performance estimations).

5 FUTURE USE CASES

There are a variety of potential applications of a neuromorphic
co-processor within a real high performance computing (HPC) or
supercomputing environment. Most of these applications have to
do with intelligent data processing. One potential clear application
of spiking neuromorphic co-processors is for deploying spiking
neural networks on supervised data classification tasks. Spiking
neural networks have been trained for a variety of classification
tasks, including image classification [11, 14], speech classification
[28], and numerical data classification [33]. One of the main uses
of supercomputing systems is for modeling and simulation of var-
ious scientific phenomena [27]. These modeling and simulation
tasks typically generate a large amount of data that may need to
be analyzed and/or classified [30]. Pre-trained neuromorphic co-
processors on HPC compute nodes alongside the architectures that
are completing the modeling and simulation tasks and generating
data, could analyze the data on the compute node itself, reduc-
ing data transfer and storage costs, and providing scientists with
real-time results for their modeling and simulation experiments.

Depending on the training method utilized for the supervised
classification task, we may also be able to utilize the neuromor-
phic co-processor as part of the training process (without chang-
ing the underlying architecture). For example, our neuromorphic
co-processor implements spike-timing dependent plasticity as an
on-chip learning mechanism, which can be utilized as a training
mechanism. Training mechanisms that require testing an instance
of a neuromorphic system on a particular task, including evolution-
ary/genetic algorithms [21, 33], can also utilize the co-processor
during the training step. For networks trained utilizing an algo-
rithm such as back-propagation, the “forward-pass” of the algo-
rithm can also be executed on the chip itself. As such neuromorphic
co-processors are also well-suited for completing or aiding in com-
pleting machine learning-style tasks on supercomputers.

An increasingly specific use of spiking neuromorphic systems
is as the reservoir in reservoir computing applications [24], such
as liquid state machines. Liquid state machines have been shown
to be useful in pattern recognition tasks, including speech recogni-
tion [32] and other temporal and spatiotemporal recognition tasks
[15]. Spiking neuromorphic networks, including those that utilize
memristors in their implementation, have been shown to perform
well as reservoirs in liquid state machine applications.

Much of the data generated by scientific simulations falls into
the category of temporal or spatiotemporal. State-of-the-art ma-
chine learning methods such as convolutional neural networks
have been shown to perform well on spatial data, but the results
on temporal data are relatively limited, though there is significant
work in this area including three-dimensional convolutional neural
networks [18] and long-short term memory networks [31]. Because
of their native temporal processing power, spiking neuromorphic
systems can be utilized as part of an overall machine learning co-
processor structure to help deal with temporal data collection and
analysis, perhaps alongside a custom convolutional neural network
processor, like Google’s Tensor Processing Unit [20] or graphics
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processing units (GPUs) that have been optimized for convolutional
neural networks [22].

A key capability of many spiking neuromorphic systems, includ-
ing the co-processor structure presented here, is the ability to do
on-line, on-chip learning. This is especially useful in a data-rich,
label-poor environment, in which unsupervised machine learning
methods are most useful. Spiking neuromorphic systems with STDP
or STDP-like learning mechanisms have already been shown to
have on-line, unsupervised capabilities in terms of applications
such as data clustering [10]. We expect that the full unsupervised
learning capabilities of spiking systems are still unknown, but that
they will continue to improve as spiking neuromorphic systems
become increasingly available for more general use through the
development of simulators and hardware as well as the associated
software environments for utilizing them.

Similarly, we expect that there are non-neural network applica-
tions that will be able to utilize the architectural and computational
characteristics of spiking neuromorphic systems. One example for
non-neural network applications for neuromorphic systems is to
implement graph algorithms. Since networks (i.e., graphs of nodes
and edges) underly the architectural description of spiking neu-
romorphic systems, there are likely creative ways to map graph
analysis on those systems. Once again, as spiking neuromorphic
systems and their associated software environments (such as the
ones described herein) become increasingly available, we expect
that more and more users will develop custom applications for those
systems, including both neural network and non-neural network
applications.

6 DISCUSSION AND FUTURE WORK

We believe that 3D IC will be a key technology to support com-
munications between our neuromorphic co-processor and its von
Neumann host. The currently popular through-silicon-via (TSV) or
the newly emerging monolithic inter-tier via (MIV) technologies
offer massive connections between the tiers that can be exploited
for ultra-high bandwidth and low energy communication. We are
currently working to build models and circuit elements to support
inter-tier communication in a 3D IC, where a neuromorphic learn-
ing chip is stacked with a von Neumann multi-core chip. These
models and designs along with their simulation results will be
used in our high-level neural network simulator to obtain accu-
rate energy and bandwidth benefits in large-scale neural networks
described in Section 5.

For our high-level simulator, we plan to explore optimistic event
execution models as part of our simulation framework to improve
the overall performance of the simulator. We also intend to continue
to improve portability for the system, so that new low-level energy
estimates can be easily evaluated in the structure. As part of that
evaluation, we will explore the incorporation of other memristor
types, such as spin-based memristors or organic memristors. We
also tend to investigate at least one implementation that does not
utilize memristors in our evaluation framework in order to compare
performance.

In Section 5, we described a variety of future use cases of a neu-
romorphic co-processor. We are in the process of implementing a
reservoir computing application for our neuromorphic co-processor,
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and we intend to explore both supervised and unsupervised learning
approaches within our low- and high-level simulation frameworks,
specifically as applied to time-series or other temporal data. We
plan to coordinate with computational scientists who utilize mod-
eling and simulation code bases on existing supercomputers such
as Titan and explore how neuromorphic systems may be utilized
in analyzing data generated by those systems.

7 CONCLUSION

In this work, we presented a potential neuromorphic co-processor
design and discuss some results associated with high- and low-
level simulations of that system. We speculate on potential future
use-cases for such a co-processor. It is clear that future computers
will have increasingly heterogeneous architectures. Based on the
results presented herein and our continued work, we believe that
neuromorphic systems are not only viable as co-processors, but
they exhibit a variety of characteristics that make them suitable
for solving real tasks that exist in today’s systems and will exist in
future computing systems as well.
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