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ABSTRACT
In this paper, we propose RTL-to-GDS design flow for monolithic
3D ICs (M3D) built with carbon nanotube field-effect transistors and
resistivememory. Our tool flow is based on commercial 2D tools and
smart ways to extend them to conduct M3D design and simulation.
We provide a post-route optimization flow, which exploits the full
potential of the underlying M3D process design kit (PDK) for power,
performance and area (PPA) optimization. We also conduct IR-drop
and thermal analysis on M3D designs to improve the reliability.
To enhance the testability of our M3D designs, we develop design-
for-test (DFT) methodologies and integrate a low-overhead built-in
self-test module into our design for testing inter-layer vias (ILVs)
as well as logic circuitries in the individual tiers. Our benchmark
design is RISC-V Rocketcore, which is an open source processor.
Our experiments show 8.1% of power, 19.6% of wirelength and 55.7%
of area savings with M3D designs at iso-performance compared to
its 2D counterpart. In addition, our IR-drop and thermal analyses
indicate acceptable power and thermal integrity in our M3D design.

KEYWORDS
Monolithic 3D IC, Physical design (EDA), CNFET, Design-for-test,
ILV dual-BIST

1 INTRODUCTION
Monolithic 3D IC (M3D) is introduced to surmount the difficulties
of a traditional 2D IC due to the process node scaling and the high
design complexity, and outperform 2D IC in terms of power, perfor-
mance and area (PPA). Moreover, M3D maximizes the benefit of 3D
IC achieving higher device density when compared to TSV-based
3D stacking [1]. In this technology, transistors are processed tier-by-
tier on the same wafer. M3D offers massive inter-die connections
using nanoscale inter-layer vias (ILVs) which are not possible with
TSV [3]. Therefore, M3D integration results in significantly reduced
area and higher performance when compared to TSV-based 3D die
stacking. However, ILV testing is fundamental to effective defect
screening and quality assurance due to the high integration density
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in M3D ICs [10]. ILVs can be tested together with logic and mem-
ory, and we need design-for-test (DFT) method for ILVs for defect
isolation and yield learning.

Carbon nanotubes (CNTs) has been proposed as a new alternative
over existing silicon while silicon-based semiconductor technology
improves its performance and energy efficiency through scaling
down. Carbon nanotube field-effect transistor (CNFET), which is
fabricated with aligned CNTs in parallel, becomes a promising
device beyond silicon field-effect transistor (SiFET) due to its per-
formance [16]. Moreover, the recent research indicates that CNFETs
are applicable to a complex digital VLSI design as beyond-silicon
technology [8].

In this paper, we claim the following contributions: (1)We present
RTL-to-GDS design flow for monolithic 3D ICs (M3Ds) using 3D
CNFET PDK; (2) We generate a CNFET-based M3D benchmark de-
sign (RISC-V Rocketcore) using our M3D design flow and provide
IR-drop and thermal analysis framework for design validation; (3)
We perform PPA analysis to observe the benefits of CNFET-based
M3D designs; (4) We discuss a design-for-test (DFT) methodology
that detects defects of inter-layer vias (ILVs) which connect two
adjacent tiers and present Rocketcore design with DFT circuitry
and ReRAM to show the feasibility of integration.

2 MONOLITHIC 3D IC DESIGN TOOL
2.1 Overall M3D Design Flow
Our proposed monolithic 3D IC (M3D) design flow based on Shrunk-
2D flow [12] is shown in Figure 1(a). Shrunk-2D flow is the first
commercial-quality RTL-to-GDS flow for M3D designs, which has
inspired the following works [4, 11]. This approach introduces an
initial pseudo-3D design named shrunk-2D which has elements
scaled down to 1/

√
𝑛 of the original dimensions for 𝑛-tier design.

We prepare the scaled library exchange format (LEF) files in which
standard cells and metal dimensions are scaled down to 1/

√
2 for 2-

tier pseudo-3D design. Since our flow handles 3D PDK, we generate
these files only with top-tier elements.

Our M3D design flow starts from a synthesized 2D netlist and in-
formation of macro blocks if the design contains pre-defined blocks
such as memory modules. In the floorplanning stage, we pre-place
macro blocks to corresponding tier. We set a placement blockage
on the area where each macro block is placed to enable the proper
standard cell placement: a partial blockage for 2Dmacro block and a
full blockage for 3D macro block. With the generated floorplan and
shrunk technology files, we generate shrunk-2D place-and-route
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Figure 1: Monolithic 3D design flow using 3D PDK. The op-
tional flows are marked as blue.

(P&R) result using a commercial 2D P&R tool. In generated shrunk-
2D result, all cells are shrunk into half size and placed in 50% of 2D
footprint.

With shrunk-2D design, we perform 3D placement with in-house
tools as illustrated in Figure 1(b). Shrunk standard cells in the design
are first blown up to their original size and these cells are partitioned
into two different tiers with bin-based Fiduccia-Mattheyses (FM)
min-cut partitioning [7]. In tier partitioning stage, we divide the
footprint into square bins and perform FM min-cut algorithm on
each bin. Remaining cell overlaps due to blown-up cells are legalized
in the tier-by-tier detail placement stage, which uses refinement
command of commercial 2D P&R tool. Finally, we import both tier
designs into 2D tool, and generate placement information including
both tiers in a single design exchange format (DEF) file.

We also design built-in self-test (BIST) modules to validate inter-
layer vias (ILVs) in our M3D design. The detailed discussion of
design-for-test (DFT) methodology is given in Section 5. During
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Figure 2: Row splitting scheme in post-route optimization
flow.

the post-route optimization stage which details are in Section 2.2,
we perform the routing of M3D design and design optimization to
meet the timing constraints.

2.2 3D Post-route Optimization
In 3D post-route optimization stage, we utilize the row splitting
concept in Compact-2D flow [11] because none of 3D-routing-
aware optimization is available in Shrunk-2D flow. To solve the
cell overlap issue during buffer insertion, we split a placement row
into the top and bottom rows. Moreover, we halve the heights of
standard cells in 3D macro LEF files to fit those cells into split
placement rows.

Figure 2 illustrates the post-route optimization stage in our flow.
First, we split each row into two horizontally split rows. In Row0,
the bottom half is reserved for the bottom tier, and the top half for
the top tier. The order in Row0 is reversed in Row1 to align standard
cells to the power/ground rails. As a result, the placement overlap
is fully legalized while accommodating every cell in the design on
the final footprint. With split placement rows, we perform timing
optimization using commercial 2D P&R tool, restore split placement
rows back to the original and generate the final M3D design.

3 CARBON NANOTUBE M3D DESIGN
3.1 Carbon Nanotube Transistor PDK
In this paper, we use a custom carbon nanotube fied-effect tran-
sistor (CNFET) process design kit (PDK) for our implementations
as shown in Figure 3. This PDK has been derived from [14] and
includes 2 layers of CNFETs, 2 layers of ReRAM, and 11 metal rout-
ing layers. More recently, commercial scale fabrication technology
and associated PDK have been demonstrated considering multiple
layers of transistors and ReRAM devices [15].

Unlike traditional silicon FET, CNFET has the bottom-gate struc-
ture which gate is placed at the bottom, and design rules are de-
clared to bypass CNFETs for effective routing. Moreover, 𝑛-type
and 𝑝-type CNFETs are distinguished by different doping layers for
source and drain of CNFET. Four metal layers in ReRAM tiers are
used for the routing purpose through ReRAM bypass connections
for the design without ReRAM modules.

3.2 3D Random Access Memory
We implement 3D SRAM using the stackable subarrays generated
from our memory compiler tool. The conceptional view of our
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Figure 3: Vertical stack-up of CNFET 3D PDK.
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3D SRAM design is shown in Figure 4(a). Subarrays in each tier
are designed to use only the metal layers right below and above
each CNFET layer and not to share metal layers with each other.
We generate 3D SRAM designs with different capacities using our
monolithic 3D design flow that treats subarray modules as macro
blocks. The size of subarray in each design is 64×64 and the design
results of 3D SRAMs are shown in Figure 4(b) and Table 1. In case
of 512×256 SRAM design, 3D design shows 48.2% of area, 25.0% of
total power and 40.9% of WNS savings compared to 2D design.

Table 1: Normalized PPA comparison of 2D and 3D SRAM
designs.

64×128 (1kB) 512×256 (16kB)

2D 3D 2D 3D

Area 1×1 0.57×1.04 1×1 1.01×0.52
Std. cell count 1 1.14 1 0.81
Total wirelength 1 0.65 1 0.79

Cell internal power 0.10 0.13 0.34 0.35
Net switching power 0.08 0.04 0.39 0.13
Leakage power 0.002 0.004 0.01 0.01
Subarray power 0.81 0.81 0.26 0.26
Total power 1 0.98 1 0.75

Worst negative slack 1 0.08 1 0.59

3.3 Carbon Nanotube Rocketcore M3D Design
We choose Rocketcore [2] with a single core as our benchmark
architecture, and compareM3D and 2D IC designs in terms of power,
performance and area (PPA) metrics to demonstrate the superiority
of our M3D tool. As our Rocketcore design only has SRAMmodules,
we use four metal layers in ReRAM layers as routing resources. In
the design stage, we synthesize RTL netlist by using Synopsys
Design Compiler and perform P&R with Cadence Innovus. The
final analysis is performed by Cadence Tempus (timing and power),
Cadence Voltus (IR-drop) and Ansys Fluent solver (thermal).

Figure 5 shows GDS layouts of Rocketcore designs in both 2D
and M3D. Both design include 1kB SRAM as tag array and 16kB
SRAM as data array, both of which are 3D SRAMs. In M3D design,
all standard cells are not overlapped in macro cells because 3D
SRAMs fully occupy both top and bottom CNFET tiers.

Table 2 summarizes the normalized comparison of 2D and M3D
designs. M3D design has 55.7% smaller footprint and 19.6% of wire-
length reduction when compared to 2D design. The shorter wire-
length also results in the smaller net switching power by 13.1%,
which in turn reduces the total power. Moreover, due to the use of
3D SRAMwhich consumes lower power than 2D SRAM, the overall
power has reduced by 8.2% in M3D design. However, the worst neg-
ative slack in M3D design has increased by 107.0%, which comes
from the characteristics of standard cells in the bottom CNFET tier.
CNFETs in top and bottom tier show different timing characteris-
tics because each top and bottom tier has different layer-stacking:
BEOL-CNFET-BEOL in top tier and ReRAM-CNFET-BEOL in bot-
tom tier. This characteristic difference should be further minimized
to maximize the PPA savings in M3D design.

3.4 The Effect of Post-route Optimization
As we discussed in Section 2.2, we perform post-route optimization
to improve the timing performance of M3D design. However, the
overheads exist in terms of switching power, wirelength and cell
count. We implement the M3D designs with and without post-route
optimization stage to observe the effect of it as shown in Table 3.

In the optimized design, the cell count has increased by 1.23%
compared to non-optimized design due to the insertion of additional
buffers. The total wirelength has also increased by 2.55%which leads
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Figure 5: GDS layouts of carbon nanotube RocketCore: 2D vs. M3D.

Table 2: Normalized iso-performance comparison of 2D and
Monolithic 3D (M3D) designs.

normalized M3D percentage
2D gain over 2D (%)

Area 1×1 -55.7
Std. cell count 1 -11.0
Total wirelength 1 -19.6

Cell internal power 0.39 -1.6
Net switching power 0.15 -13.1
Leakage power 0.06 -2.2
SRAM power 0.40 -13.7
Total power 1 -8.2

Worst negative slack 1 +107.0

Table 3: Normalized iso-performance comparison of with
and without post-route optimization.

non-optimized percentage gain
of optimized (%)

Std. cell count 1 +1.23
Total wirelength 1 +2.55

Cell internal power 0.39 -2.56
Net switching power 0.15 +4.09
Leakage power 0.06 +3.39
SRAM power 0.40 -
Total power 1 -0.36

Worst negative slack 1 -78.39

to 4.09% increase in the net switching power. However, the worst
negative slack (WNS) has significantly improved by 78.39% without
the total power overhead. This comparison shows the promising
advantages of post-route optimization flow to resolve timing issue
without extra overhead.

4 IR-DROP AND THERMAL ANALYSIS OF
CNFET-BASED M3D DESIGN

4.1 IR-drop Analysis
We conduct IR-drop analysis to validate the robustness of the power
delivery network (PDN) in M3D design. Our PDN design flow takes
the design constraints of PDN as initial inputs, such as the size of
power/ground (P/G) bump array and the physical dimensions of
PDN grids. We first uniformly place P/G bump array and calculate
the number of P/G stripes which lie within each P/G bump pair.
Then, our tool re-calculates the pitch of P/G grid and places PDN
grids in designated layers. Finally, we connect P/G bumps to PDN
grids. The top two metal layers are used for our PDN design as
shown in Figure 6(a). P/G stripes are overlapped with the existing
memory blocks because our memory blocks do not use the topmost
metal layers for their own P&R.

For IR-drop analysis, we generate the power grid library using
3D parasitic technology file and perform the analysis using Cadence
Voltus. Figure 6(b) shows IR-drop map of M3D Rocketcore design.
PDN is placed on the top two metal layers and the standard cells
in both top and bottom tier are fed by the PDN. Therefore, M3D
design has longer worst IR-drop path than 2D design which only
uses standard cells in one (top) tier. Nevertheless, the worst IR-drop
is 10.55𝑚𝑉 , which is acceptable at 0.16% of supply voltage.

4.2 Thermal Analysis
We perform thermal analysis of RocketCore design by modeling the
entire design as a 3D thermal cube. Figure 7(a) shows an overview
of our thermal analysis. We associate each layer (metal, semicon-
ductor, dielectric) in the design with its thermal conductivity value.
The power analysis of RocketCore generates a power density map,
which is used as an input to the thermal analysis flow. Power density
multiplied by thermal conductivity gives the temperature gradi-
ent of each layer across the die. Therefore, we divide the entire
RocketCore design into multiple 3D cubes, generate a common
power density and thermal conductivity for each cube and solve for
temperature distribution of each cube using ANSYS Fluent solver.
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On consolidating the temperature distribution across all the 3D
cubes, we obtain the thermal map of the overall RocketCore design.

Figure 7(b) shows the power density map and the thermal map of
our benchmark design. The power density across the die is similar
as seen from the predominant yellow regions in the power den-
sity map, and is almost equal to 2,900𝑊 /𝑚2. Assuming a uniform
metal/dielectric layer distribution across all the thermal cubes, the
thermal properties of thermal cubes do not vary much. Therefore,
on an average the temperature variation across the entire die of
RocketCore is very small, which is 0.02𝐾 approximately. Assuming
the room temperature to be 300.00𝐾 , the temperature of die shoots
to a maximum of 300.02𝐾 with skywater CNFET PDK as shown in
Figure 7(b).

5 BUILT-IN SELF-TEST SOLUTION FOR
INTER-LAYER VIAS

Well-known fault models for an ILV are shorts, opens, and stuck-
at faults (SAFs). Particle contamination and metal diffusion lead
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(c) thermal map(b) power density map

worst power density
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Figure 7: Overview and results of the 3D thermal analysis.

to shorts. When an ILV fails to land on a contact pad, an open is
created causing the ILV resistance to increase significantly.

To test ILVs, methods such as [13] deploy one scan flop per ILV,
resulting in large area overhead and test time [9]. Interconnect test
methods based on ATPG [6] are less effective for testing ILVs as
I/O pins are present only on one tier in an M3D IC. As a result,
the activated ILV faults have to be propagated through multiple
ILVs and tiers, thereby increasing the risk of ILV-fault masking
due to faults in the logic gates and hindering fault detection. In [5],
a BIST framework has been proposed that can effectively detect
single and multiple SAFs, shorts, and opens in ILVs. The proposed
BIST methodology achieves nearly 100% fault coverage (both single
and multiple faults) of the ILVs with only two test patterns. In this
work, for the first time, the proposed ILV-BIST framework is fully
automated and integrated with the design flow for CNFET-based
M3D ICs.

5.1 XOR-BIST Architecture for Fault Detection
The BIST architecture to test for faults in ILVs is illustrated in
Figure 8. On the output side of the ILVs, 2-input XOR gates are
inserted between neighboring ILVs. For a set of 𝑁 ILVs placed in
an 1D array-like manner where every ILV has at most two nearest
neighbors, (𝑁 − 1) XOR gates are inserted. The XOR outputs are
fed as inputs to a space compactor which is an optimally balanced
AND tree with (𝑁 − 1) inputs and a 1-bit output signature 𝑌1. By
observing 𝑌1, it can be determined whether a fault is present in
the ILVs under consideration. Test patterns are fed to the inputs of
the ILVs from an input source 𝑉𝑖𝑛 ; 𝑉𝑖𝑛 feeds an inverter chain that
generates complementary signals to adjacent ILVs in the test mode.
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A 2:1 multiplexer is present at the input of every ILV to switch
between test mode and mission mode (functional input—FI ) based
on the Launch signal.

The ILVs are tested in two clock cycles by switching 𝑉𝑖𝑛 . The
test patterns to the ILVs are “010. . . " (𝑉𝑖𝑛 = 0) and “101. . . " (𝑉𝑖𝑛 = 1)
in the first and second cycles, respectively. It can be proven that a
group of ILVs does not contain a hard fault if and only if 𝑌1 is 1 in
both clock cycles. Aliasing occurs only when all ILVs are alternately
stuck at 0 and 1, leading to masking of the ILV faults. However, the
likelihood of the occurrence of such a scenario is 2

3𝑛 , where 𝑛 is the
number of ILVs under test.

The inverter chain-based method of driving the ILVs in the test
mode leads to a deterministic hard-short behavior. If a short is
present between two ILVs, the ILV appearing first (pre-ILV) in the
path of the incoming test signal from 𝑉𝑖𝑛 , via the inverter chain,
will drive the other ILV (post-ILV); this is illustrated in the inset of
Figure 8. It is because the short provides a path of lower resistance
(“pull 1") compared to the path through the multiplexer and inverter
(“pull 2").

5.2 Dual-BIST Architecture
The BIST design described in Section 5.1 may be affected by SAFs,
which in turn can potentially mask ILV fault(s). To reduce the
likelihood of masking, a second propagation path is added from the
ILV outputs to a 1-bit signature 𝑌2. The topology of this path to 𝑌2

Dual-BIST

insertion

target ILVs/

scan chain count

in M3D design

BIST-inserted

netlist

(BIST+scan)-inserted

M3D design

tier-partitioned

gate-level netlists DFT cell library

Scan chain insertion

(Mentor Tessent)

Figure 10: Tool flow of ILV dual-BIST insertion. The stage
using our custom Python script are marked as red.

(BIST-B) is identical to that of the path from the ILV outputs to 𝑌1
(BIST-A). The XOR and AND gates in BIST-A are substituted with
the corresponding logical dual gates (XNOR and OR, respectively)
in BIST-B, as shown in Fig. 9. The ILVs under test, along with the
“dual-BIST" engine, are considered to be fault-free if and only if
𝑌1 = 1 and 𝑌2 = 0 for both test patterns. With the “dual-BIST"
architecture, it can be proven that a single fault in the dual-BIST
engine cannot mask ILV fault(s). Furthermore, the probability of
masking due to multiple faults in the dual-BIST engine is negligible.

5.3 Automation of Dual-BIST Insertion
We generate BIST-inserted M3D design using our fully automated
BIST-insertion flow shown in Figure 10. Our custom in-house tool,
implemented using Python, takes as inputs: (1) tier-partitioned gate-
level netlists of the M3D tiers, (2) target ILVs to be BIST-inserted,
and (3) target number of scan chains to insert in the full M3D
design. Note that one dual-BIST engine tests a group of eight ILVs
and accordingly, using (2), the tool determines the number of dual-
BIST engines to be inserted in the M3D design. Using (1) and (2),
dual-BIST insertion is carried out in a non-intrusive manner; Figure
11 illustrates the dual-BIST insertion method. Using (3), the tool
generates a dofile for scan-chain insertion that follows the BIST-
insertion stage; see Figure 10. Using the generated dofile, scan
chains are inserted in the BIST-inserted M3D design using Mentor
Tessent.

5.4 Overhead for Dual-BIST
We evaluate the impact of dual-BIST on the PPA metrics of Rock-
etcore M3D benchmark. For clear comparison of the impact of
BIST, we apply the same design flow of Section 2 with block-level
tier-partitioning. Following the flow described in Section 5.3, the
dual-BIST is then inserted tier-wise to generate a BIST-inserted
M3D design as shown in Figure 12.

Table 4 compares the power consumption and area overheads of
the BIST-inserted Rocketcore design (BI) and the non BIST-inserted
design (N-BI). The target number of ILVs to be tested is 64. There-
fore, eight dual-BIST engines are inserted in N-BI to generate BI,
with each engine dedicated to testing eight ILVs. Compared to the
N-BI, the impact of dual-BIST on the circuit’s PPA is minimal and
within acceptable limits.
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ation of BIST-inserted top tier: insertion of BIST as a wrap-
per around the top tier’s netlist, (c) Generation of the top
module: top-level instantiation of the BIST-inserted top and
bottom tiers.

DFT placement

top tier

bottom tier

RocketCore + DFT cells

Figure 12: GDS layout of M3D Rocketcore design integrated
with ILV-BIST.

Table 4: Impact of dual-BIST on PPA metrics of M3D Rock-
etcore design.

non-BISTed BISTed percentage
gain over non-BISTed(%)

Std. cell count 1 +0.27
Total wirelength 1 +9.69
Total power 1 +0.62

6 CONCLUSION
In this paper, we presented RTL-to-GDS tool flow using 3D CNFET
PDK which includes 2 layers of CNFETs, 2 layers of ReRAM and
11 metal routing layers. Our tool flow also includes a low-cost
BIST solution for ILVs, which are all necessary for high-quality
monolithic 3D IC (M3D) designs. Moreover, we provided the post-
route optimization method to improve the timing performance of
M3D designs, and conducted IR-drop and thermal analysis flow for
the design validation. Using our M3D design flow, we generated
CNFET-based Rocketcore design to demonstrate the possibility of
its M3D integration. Moreover, we integrated the dual-BIST module
into M3D Rocketcore design to observe the impact of BIST on M3D
design. Through our experiments, our M3D design shows 8.2%,
19.6% and 55.7% savings in terms of power, wirelength and area
respectively when compared to 2D design.
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