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I. INTRODUCTION 
 

Three-dimensional integrated circuits (3D ICs) have 

emerged as a promising solution to extend the 2D scaling 

trajectory predicted using Moore’s Law. The currently 

available 3D ICs are enabled by through-silicon-vias (TSVs), 

where two prefabricated dies are aligned and bonded 

together. The TSV pitch is limited by the micro-bump pitch 

as well as the alignment accuracy. TSV-based 3D ICs, while 

ideal for integrating discrete board components onto a single 

package, do not provide a sufficient integration density to 

solve the on-chip interconnect problem. 

Monolithic 3D ICs (M3D) are an emerging technology 

that enables an integration density that is some orders of 

magnitude higher than TSV-based 3D ICs, due to the 

extremely small size of the monolithic inter-tier vias (MIVs). 

In the case of monolithic 3D integration technology, two or 

more tiers of devices are fabricated sequentially, one on top 

of another. This eliminates the need for any die alignment, 

which enables considerably smaller via sizes. Each MIV has 

essentially the same size as a regular local via (diameter 

<100 nm) [1]. 

This ultra-high density enables several design styles, as 

shown in Fig. 1. First, with respect to static random-access 

memory (SRAM), the PMOS and NMOS of the bit-cell can 

be split onto multiple tiers. This gives us the opportunity to 

tune the PMOS and NMOS processes separately, leading to 

an optimum process for each device type. Next, a similar  
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Abstract 

Monolithic three-dimensional integrated chips (3D ICs) are an emerging technology that offers an integration density that is 

some orders of magnitude higher than the conventional through-silicon-via (TSV)-based 3D ICs. This is due to a sequential 

integration process that enables extremely small monolithic inter-tier vias (MIVs). For a monolithic 3D memory, we first 

explore the static random-access memory (SRAM) design. Next, for digital logic, we explore several design styles. The first is 

transistor-level, which is a design style unique to monolithic 3D ICs that are enabled by the ultra-high-density of MIVs. We 

also explore gate-level and block-level design styles, which are available for TSV-based 3D ICs. For each of these design 

styles, we present techniques to obtain the graphic database system (GDS) layouts, and perform a signoff-quality performance 

and power analysis. We also discuss various challenges facing monolithic 3D ICs, such as achieving 50% footprint reduction 

over two-dimensional (2D) ICs, routing congestion, power delivery network design, and thermal issues. Finally, we present 

design techniques to overcome these challenges.  
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Fig. 1. Various design styles available for monolithic 3D ICs. 
 

 

separation can be done for standard cells themselves, and 

this is known as transistor-level M3D. This design style has 

both intra-cell and inter-cell MIVs. Another design style is 

gate-level M3D, where the standard cells themselves are 2D, 

but they are placed in a 3D space, and interconnected using 

MIVs. This design style has only inter-cell MIVs. Finally, 

the coarsest level of integration is provided by block-level 

M3D, where each functional block is 2D and the 2D blocks 

are floorplanned onto a 3D space. In this design style, the 

MIVs are limited to the whitespace between blocks. We will 

now discuss each of these design styles in detail. 

 

 

II. MONOLITHIC 3D SRAM 

 

Monolithic 3D technology offers a unique optimization 

opportunity for SRAM designs [2]. We can split PMOS and 

NMOS onto different tiers; this allows us to optimize the 

process of each type of transistor independently. We pick a 

state-of-the art 6T SRAM cell as our 2D baseline. This is 

designed in a 22-nm node and has an area of 0.1 µm
2
, as 

shown in Fig. 2(a). A default 6T SRAM cell has a 2-PMOS 

and 4-NMOS (2P4N) configuration. The obvious choice is 

to blindly split this bit-cell into two tiers, but we observe 

that it only gives us a 33% footprint reduction due to the 

imbalance in the PMOS and NMOS count, as shown in Fig. 

2(b). Therefore, we explore various alternate design options 

to give us a larger footprint reduction. 

The first option that we explore is the same 2P4N 

configuration, but with different sizing (Fig. 2(c)). We can 

obtain a footprint reduction of 44% with the same static 

noise margin (SNM) as 2D, but slightly worse write stability. 

Next, we explore changing the number of PMOS and 

NMOS devices in the bit-cell while keeping the total 

transistor count the same. We first explore a 3P3N 

configuration, replacing one pass-transistor with an NMOS 

device (Fig. 2(d)). The footprint reduction in this case is 

45%. Using a single-ended read technique, we can achieve a 

high SNM margin. Lastly, we explore an 8T bit-cell. The 

conventional 2P6N configuration for 2D is shown in Fig. 

2(e). However, since the PMOS and NMOS devices are on 

separate tiers, splitting this configuration will lead to an area 

imbalance. Therefore, we move to a 4P4N configuration that 

can give us a better area balance. This gives us a 40% 

footprint reduction under the same read margin, write 

margin, and access time as 2D. 

 

 

III. TRANSISTOR-LEVEL MONOLITHIC 3D  
 

Transistor-level M3D is similar to the SRAM case in the 

sense that the PMOS and NMOS devices are split onto 

multiple tiers. In this design style, each standard cell is 

redesigned such that its PMOS and NMOS devices are on 

different tiers [3-5]. As in the case of SRAM, the advantage 

of doing this is that the PMOS and NMOS devices can be 

optimized separately. 

We begin by constructing a library of 66 monolithic 3D 

standard cells by using a cell-folding technique. An 

overview of the proposed approach for a simple inverter is 

shown in Fig. 3. We draw a cut-line in the center of the cell 

and then, fold the cell along this line. All the connections 

that exist along the cut-line will now become MIVs. 

When compared with 2D, we observe a footprint 

reduction of approximately 40% because of an imbalance 

between the PMOS and the NMOS sizes, and some 

additional area required for the MIVs themselves. We then 

perform extraction on each cell and recharacterize the cells 

taking into account the new cell’s internal parasitics. The 

advantage of this design style is that we can utilize the 

existing 2D P&R tools to perform all the design steps for us. 

From the tool’s perspective, the standard cells have pins on 

different metal layers, and the router is capable of 

connecting all these pins together, inserting the inter-cell 

MIVs in the process. 

Since the total number of pins remains the same and the 

footprint area is reduced, there is a 1.7–2 times increase in 

the pin density of the chip, with fewer routing resources 

than 2D. Therefore, this causes several routability issues. 

We explore several interconnect options to mitigate the 

congestion in transistor-level M3D. An overview of the 

various interconnect options considered is shown in Fig. 4. 

We consider three different interconnect options: (1) one 

metal layer on the bottom tier (1BM), (2) three additional 

metal layers on the top tier (3TM), and (3) three additional 

metal layers on the bottom tier (4BM). In the 4BM case, we 

observe that the additional stacked vias within each cell lead 

to a significant increase in the cell internal parasitics, which 

increases the cell delay and power by up to 9.86% and 

15.65%, respectively. Among the three options considered, 

we observe that the 3TM case gives us the best results with 

up to 22% reduction in the total power of the chip. To 
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further improve this benefit, we fine-tune the 3TM case. For 

example, the routing congestion is not always on the 

intermediate metal level. Therefore, we explore other 

options like utilizing two intermediate and two global metal 

layers instead of three intermediate metal layers, and this 

gives us a further 2.8% power benefit. 
Since interconnects play a more dominant role at the 

lower nodes, we also study the benefit of this design style at 

the more advanced and future technology nodes, such as 22 

nm and 7 nm. We observe that at the 22-nm and 7-nm nodes, 

we get an additional 4% and 23% power benefit, 

respectively. 

 

 

IV. GATE-LEVEL MONOLITHIC 3D 
 

In this design style, each standard cell is 2D, and these 2D 

standard cells are placed onto a 3D space. The advantage of 

this method is the reuse of the existing standard cells, which 

can avoid the need for library re-characterization. Once the 

gates are placed in 3D, MIVs are inserted into the existing 

whitespace available between the cells. 

We propose a design flow based on the ‘shrunk 2D’ gate 

placement (shown in Fig. 5) that leverages the existing 

commercial 2D placers. This approach first halves the 

footprint area to represent a monolithic 3D footprint so that 

there is exactly 0% total silicon area overhead over 2D. 

Next, the placement capacity is doubled (or the area of the 

standard cells is halved), and the commercial 2D engine is 

run to obtain the initial placement. The shrunk 2D 

placement then needs to be partitioned to obtain a legal 

monolithic 3D IC placement. We define the partition bins 

and partition the design with a local area balance in each 

placement bin to create a gate-level M3D design. We 

demonstrate that this approach can give us up to 30% 

HPWL savings when compared with 2D ICs. 

 

Fig. 3. Layout of an inverter from (a) Nangate 45-nm library, and (b) our 

transistor-level monolithic 3D library. P, M, and CT represent poly, metal, 
and contact, respectively. The suffix ‘B’ denotes the bottom tier. 
Top/bottom-tier silicon substrate and p/n-wells are not shown for the sake 
of simplicity. Numbers in parentheses denote thickness in nanometers. 

 

 

Fig. 4. Metal layer stack options: (a) 2D, (b) baseline MI-T, (c) 3 local 

metal layers added to the top tier, and (d) 3 local metal layers added to the 
bottom tier. ILD stands for inter-layer dielectric between the top and the 
bottom tier. The bottom-tier substrate and ILD for metal layers are not 
shown for the sake of simplicity. Objects are drawn to scale. 

 

Fig. 2. Layout of different SRAM cell designs. Yellow squares denote inter-tier vias. (a) 2D 6T SRAM (=2P4N) cell, (b) 3D 2P4N SRAM without transistor 

re-sizing, (c) 3D 2P4N SRAM with 3D-oriented sizing, (d) 3D 3P3N SRAM, (e) 2D 2P6N 8T SRAM, and (f) 3D 8T SRAM with a modified structure. 
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To insert MIVs into the layout, the conventional approach 

is to perform a cell and 3D-via co-placement step. We 

propose a commercial-router-driven MIV insertion algo-

rithm that improves the routed wirelength (WL) by up to 

16.6% and the power delay product (PDP) by up to 6.1%. 

To further reduce the routed WL, we propose a 

routability-driven partitioner that utilizes the fine-grained 

nature of MIVs to reduce routing congestion. By intelligent 

partitioning, we move nets that are in the congested regions 

in one tier to a non-congested tier. The proposed approach 

provides us with an additional benefit of 4% WL and 4.33% 

PDP. We also demonstrate that the use of multiple MIVs per 

3D net can provide a benefit of 8.43% WL and 2.25% PDP. 

 

 

 
Fig. 6. Impact of PDN on MIV landing pads: (a) MIVs freely distributed 

without any PDN blockages in top metal, (b) PDN blockages affect MIVs in 
top metal, and (c) isometric view showing the constraints on signal MIV 
landing pad locations in top metal and metal1 of the next tier. PDN: power 
delivery network, MIV: monolithic inter-tier vias. 

 

Fig. 7. Baseline PDN vs. modified PDN. Note the extra continuous 

space between the red top metal wires, which enhances MIV insertion and 
routing. The yellow wires are placed on the intermediate metal. PDN: 
power delivery network, MIV: monolithic inter-tier vias. 

 

 

We also propose techniques for utilizing a commercial tool 

for timing optimization and clock-tree synthesis. We 

demonstrate that keeping the clock backbone on a single tier 

gives us 29.82% clock power reduction as compared to the 

case where we have one separate clock tree per tier. Overall, 

we demonstrate on the OpenSparc T2 design that M3D can 

give a 15.57% power benefit as compared to commercial-

quality 2D designs. We also demonstrate that this benefit 

increases to 16.08% when utilizing dual-Vt libraries. 

One of the main challenges facing M3D is the design of 

the power delivery network (PDN). In conventional 2D ICs, 

the entire top metal layer is available for PDN design. 

However, in M3D, the top metal layer needs to be used for 

both PDN and MIV landing pads in the top tier [6]. An 

example of this is shown in Fig. 6. In Fig. 6(a), we show the 

MIV landing pad locations without any PDN present in the 

top tier. We observe that they are spread out all over the 

footprint of the chip. In Fig. 6(b), we first create a PDN and 

then, perform MIV planning. We observe that the MIV 

locations are now confined to the space between the PDN 

wires. An isometric view of the MIVs in both tiers is 

 

Fig. 5. Shrunk 2D technique for gate-level monolithic 3D IC placement. Pre-placed memory is projected to obtain a shrunk 2D footprint on which 2D P&R 

is performed. This is then partitioned to obtain a monolithic 3D solution. 
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shown in Fig. 6(c). Because of the conflict between the 

PDN and the MIV landing pads, the addition of the PDN 

increases the M3D WL by 20.5%, as compared to an only 

7.1% WL increase when the PDN was added to the 2D ICs. 

This in turn increases the net power and temperature, 

reducing the benefit of M3D. 

We propose a PDN optimization technique that helps 

reduce the routed WL. An overview of this technique is 

shown in Fig. 7. In the original case, the VDD and VSS 

lines are spaced evenly. This leads to fragmented whitespace, 

which makes MIV planning difficult, there-by increasing the 

routed WL. In the proposed optimization approach, we 

move the VDD and VSS lines close to each other. This leads 

to larger continuous whitespace available for MIV insertion. 

This lowers the routed WL by up to 8%. We also perform a 

GDSII-level thermal analysis on the M3D chip with and 

without the presence of PDN. With the proposed PDN 

technique, the power consumed by the chip decreases 

because of the lower routed WL. This in turn leads to a 5% 

reduction in the maximum temperature of the chip, while 

still meeting the given IR-drop budget.   

 

 

V. BLOCK-LEVEL MONOLITHIC 3D ICs 
 

Block-level M3D utilize the existing functional 2D IP 

blocks and floorplan them onto a 3D space [7, 8]. This 

design style can be used for SoC-level integration and it has 

the benefit of IP reuse. 

We present a simulated annealing framework for M3D 

floorplanning, which uses a weighted sum of the WL and 

the area as the cost function. Unlike TSV-based floor-

planners, the MIV count is not included in the cost function 

because MIVs are so small that we need not minimize their 

number. Once the blocks are floor-planned onto a 3D space, 

we need to insert MIVs in the whitespace between them. For 

this purpose, we present a commercial router-driven MIV 

insertion algorithm. For performance evaluations, we first 

assume that the monolithic 3D fabrication process is mature 

and that both tiers have an identical performance. In this 

 

Fig. 8. Power-performance trade-off curves assuming degraded transistors and interconnects. Dashed lines represent non-variation-aware floorplanning, 

and solid lines represent variation-aware floorplanning (TTm10p denotes 10% worse transistors; TTm20p, 20% worse transistors; and TT_W, tungsten 
interconnects). (a) des3, (b) b19, and (c) mul128. 

 

 

Fig. 9. Three-tier floorplanning layouts with the corresponding absolute temperature maps. The thermal-aware floorplans avoid the stacking of high-

power-density blocks and result in 22% temperature reduction in a lesser total area. The temperature range is [47C, 68 C]. 
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case, we demonstrate that we can close the gap to the ideal 

block-level implementation by up to 50% in terms of both 

power and performance. The ideal block-level implement-

ation is obtained by designing the chip assuming perfect 

inter-block interconnects, i.e., the inter-block nets have zero 

resistance and capacitance. This is the best possible block-

level design for a given benchmark, given the same set of 

blocks. 

However, currently, we cannot achieve identical tier 

performance. During the manufacturing process of the top 

tier, we need to take care not to damage the underlying 

interconnects and transistors. This can be achieved by using 

either a low-temperature process on the top tier or tungsten 

on the bottom tier. We model the impact of both these 

options and present a variation-aware floorplanning scheme 

that makes the design tolerant to such manufacturing-

induced performance variations. A summary of the power-

performance results for these variations is shown in Fig. 8. 

These results demonstrate that our variation-tolerant floor-

planning scheme improves the chip performance and power 

by up to 12.6% and 10.6%, respectively. We also demon-

strate that tungsten interconnects on the bottom tier are 

preferable to degraded transistors on the top tier. Finally, we 

demonstrate that even under such performance variations, 

we can still close the gap to the ideal block-level 

implementation by up to 50% in terms of performance and 

36% in terms of power. 

The increase in power density associated with 3D ICs 

means that thermal-aware design methodologies have 

become necessary [9]. We first study the thermal properties 

of monolithic 3D ICs and observe that it has several unique 

properties. First, the extremely thin tiers mean that there is 

negligible lateral thermal coupling. In addition, the absence 

of any bonding or adhesive layer for underfill implies that 

heat is not trapped in a given tier and that the vertical 

thermal coupling is very high. In addition, the small size of 

MIVs means that they do not serve as a conduction path and 

their location need not be optimized for thermal reasons. 

These properties enable us to develop a multi-adaptive 

regression spline (MARS) model to quickly estimate the 

temperature of a monolithic 3D IC. We generate a large 

sample set considering different block powers and use it to 

train our model. We demonstrate that the proposed model 

has an error of less than 5% when compared to GDSII-level 

FEA simulations. Further, the proposed model is extremely 

fast and is 10
5
 times faster than prior quick thermal 

approaches. This extremely quick computation means that 

the proposed model can be used within a simulated 

annealing floorplanning framework, which makes millions 

of cost function evaluations to come up with a floorplanning 

solution. We modify the cost function of the proposed 

simulated annealing framework to be a weighted sum of the 

area, WL, and the maximum temperature of the chip. We 

first run the non-modified floorplanner until certain area and 

WL targets are met. Next, the temperature term in the cost 

function is introduced, and the area and the WL serve as 

constraints instead of objectives. Therefore, the floorplanner 

does not increase the chip area to reduce the maximum 

temperature. Using this approach, we demonstrate up to 22% 

reduction in the maximum temperature of the chip, without 

affecting other design metrics such as WL and area. 

Floorplan screenshots with and without thermal-aware 

floorplanning are shown in Fig. 9. We perform two thermal-

aware runs—with and without area slack. In the case with 

an area slack, the footprint area constraint is relaxed slightly 

so that the thermal-aware floorplanner can achieve a better 

solution. We observe that relaxing the constraint leads to 22% 

area reduction in addition to temperature reduction. 

 

 

VI. CONCLUSION 
  

We have explored several design styles that are available 

for monolithic 3D ICs—SRAM, transistor-level, gate-level, 

and block-level. For each design style, we have presented 

design flows to obtain GDSII-level signoff-quality power 

and performance results. We have enumerated various 

challenges facing M3D, and the techniques to overcome 

them. Overall, ultra-high-density monolithic 3D ICs offer 

significant benefits over 2D ICs. 
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