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Monolithic 3D (M3D) integration provides massive vertical integration through the use of nanoscale inter-

layer vias (ILVs). However, high integration density and aggressive scaling of the inter-layer dielectric make

ILVs especially prone to defects. We present a low-cost built-in self-test (BIST) method that requires only two

test patterns to detect opens, stuck-at faults, and bridging faults (shorts) in ILVs. We also propose an extended

BIST architecture for fault detection, called Dual-BIST, to guarantee zero ILV fault masking due to single BIST

faults and negligible ILV fault masking due to multiple BIST faults. We analyze the impact of coupling between

adjacent ILVs arranged in a 1D array in block-level partitioned designs. Based on this analysis, we present

a novel test architecture called Shared-BIST with the added functionality of localizing single and multiple

faults, including coupling-induced faults. We introduce a systematic clustering-based method for designing

and integrating a delay bank with the Shared-BIST architecture for testing small-delay defects in ILVs with

minimal yield loss. Simulation results for four two-tier M3D benchmark designs highlight the effectiveness

of the proposed BIST framework.
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1 INTRODUCTION

The advent of 3D integration has extended Moore’s law by enabling novel architectures through
high-density vertical interconnects [48]. 3D integrated circuits (ICs) are typically realized by one
of three integration approaches, namely, die stacking, wafer stacking, and monolithic integration
[33]. The diameter and pitch of the high-density vertical interconnects differ for these approaches,
typically ranging from a few microns for die/wafer stacking to only a few nanometers in the case
of monolithic integration [49].

The nanoscale inter-layer vias (ILVs) used in monolithic 3D (M3D) designs enable massive
vertical integration, resulting in far denser vertical connections compared to conventional TSV-
based 3D ICs [43]. However, high integration density and aggressive scaling of the inter-layer
dielectric make ILVs especially prone to defects [26, 27]. ILV testing is therefore needed to ensure
effective defect screening and quality assurance. While ILVs can conceivably be tested together
with the M3D logic/memory tiers, defect isolation and yield learning require a test solution that
can exclusively target the ILVs in an M3D IC. Design-for-testability (DfT) for ILVs is therefore
a promising step toward this direction.

There are three different types of M3D–IC designs, namely, transistor-level, gate-level, and
block-level [29, 36, 37]. In transistor-level design, all p-type and n-type MOSFETs are parti-
tioned into different tiers using ILVs, whereas cells of both p-type and n-type MOSFETs are
tier-partitioned in gate-level design. In block-level design, functional blocks are floorplanned into
different tiers. We focus on the block-level design methodology for our experimental designs be-
cause it requires the smallest number of ILVs and promotes the reuse of pre-designed macros and
IPs.

In this article, we present a low-cost built-in self-test (BIST) framework to detect opens, stuck-

at faults (SAFs), bridging faults (shorts), and crosstalk-induced faults in the ILVs of block-level
partitioned M3D–ICs. The key contributions of this article are as follows:

— We present a low-cost BIST architecture called XOR-BIST that requires only two test patterns
for detecting SAFs, hard shorts, and hard opens in ILVs.

— We investigate the probability of ILV fault masking due to faults in the BIST hardware. We
propose an extended BIST architecture called Dual-BIST that guarantees zero ILV fault mask-
ing due to single BIST faults and negligible ILV fault masking probabilities for multiple BIST
faults.

— We explore the detectability of resistive faults and present an enhanced Dual-BIST design
that can detect a wide range of resistive shorts and opens.

— We analyze the impact of crosstalk between adjacent ILVs arranged in a 1D array in block-
level partitioned designs. We present a first-order approximation of the ILV-to-ILV coupling
model, which is validated by S-parameter analysis. Based on the analysis, we propose a
minimal test sequence to cover all possible crosstalk-induced faults in ILVs.

— We present a new test architecture called Shared-BIST that is capable of detecting and local-
izing faults (single and multiple), including crosstalk-induced faults.

— We present the design-space exploration (DSE) of the Shared-BIST architecture for select-
ing an optimal design configuration with the area and test-time overheads within acceptable
limits.

— We describe a clustering-based methodology for designing a delay bank—as a subcircuit of
the Shared-BIST architecture—to enable the testing of small-delay defects (SDDs) in ILVs.

— We evaluate the Dual-BIST and Shared-BIST overheads for M3D benchmarks and compare
them to a baseline DfT method that uses flip-flops at the two ends of an ILV for controllability
and observability.
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The remainder of the article is organized as follows. Section 2 presents an overview of M3D technol-
ogy and related prior work on interconnect BIST and ILV testing. Section 3 describes the XOR-BIST
solution. Section 4 describes the Dual-BIST architecture that minimizes the probability of ILV fault
masking. The enhanced BIST architecture for resistive faults is described in Section 5. Section 6
presents the analysis and test of crosstalk-induced faults in ILVs and evaluates their impact on the
quality of SDD testing. Section 7 describes the Shared-BIST architecture and the fault localization
solution, and presents the design methodology for the delay bank. Section 8 presents evaluation
results and Section 9 concludes the article.

2 BACKGROUND

2.1 M3D Fabrication Process

The first step in M3D fabrication involves a standard high-temperature process to integrate the
transistors and interconnects in the bottom layer. A thin inter-layer dielectric is then created over
the bottom layer and low temperature molecular bonding of the silicon-on-insulator (SOI) sub-
strate is used to obtain the top layer [4, 54]. The ILVs are finally fabricated to connect the top and
bottom layers. The above steps are repeated for the fabrication of additional layers.

2.2 M3D Technology Qualification with Block-level Partitioned Designs

Block-level partitioned designs are preferred to gate-level partitioned designs when logic and mem-
ory modules cannot be partitioned across multiple tiers [24]. The unification of logical and physical
hierarchies and hierarchical uniformity are achieved using block-level partitioning [34]. In [3], the
3D–IC technology roadmap envisioned by CEA-Leti shows that block-level partitioning appears
prior to gate-level designs in the roadmap of sequential or M3D integration.

While conventional 3D-stacked integration involves only core-level and block-level partitioned
designs, sequential integration will be applied to block-level designs (intermediate partitioning)
for the qualification of the sequential fabrication process before transferring to more fine-grained
gate-level designs. Hence, ILV–BIST for block-level designs is essential for qualifying the ILV man-
ufacturing process during this transition from 3D–SiC (W2W bonding) to gate-level 3D–SoC (ac-
tive layer bonding). Specifically, because block-level designs have fewer ILVs, ILV–BIST can be
deployed with low overhead to enable M3D–PDK qualification for gate-level designs that are next
in line. Therefore, in addition to facilitating trustworthy IP reuse and heterogeneous integration
[24], block-level partitioned designs can be leveraged by design-houses as “test vehicles” for overall
M3D process development.

Transistor-level partitioned designs have dense ILVs crossing tiers, causing global P-to-N skew
and routing congestion. This results in variations in the threshold voltages as well as coupling-
induced delay degradation in a large majority of the nets [32]. As a result, block-level integration,
followed by gate-level integration, is likely to be the preferred choice, especially for qualifying the
immature M3D technology.

2.3 ILV Fault Models

The target fault models for ILVs are the same as those for interconnects in an IC with one active
(device) layer because the dimensions of an ILV are comparable to that of vias in today’s ICs [32].
During fabrication, the ILVs are treated as back-end-of-line vias that are susceptible to open and
short defects [18]. Therefore, typical fault models for an ILV are shorts, opens, and SAFs [25, 26].
ILV faults can be further classified into hard and resistive categories based on the type and size
of the underlying defects. Hard shorts can occur due to imperfect design and circuit synthesis, or
particle contamination during fabrication [6]. A resistive short has a resistance in the intermediate
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range, typically ranging from a few KΩs to several hundred KΩs [39]. Resistive shorts can occur
when the ILV metal diffuses through the ILD to make a partial contact with another nearby ILV
[16], or due to defects at the interface between two tiers after vertical integration of the top tier’s
device layer [26].

A hard open occurs when an ILV fails to land on a contact pad. This gap in connection leads to
a very high open resistance, typically in the order of MΩs [26, 39]. A resistive open is of relatively
smaller size and has a resistance in the intermediate range, typically ranging from a few KΩs
to several hundred KΩs [39]. Resistive opens can occur due to bonding defects [26], mechanical
stress-induced striations on the underside of an ILV [30], air-voids inside an ILV due to imperfect
electro-chemical deposition of metal [15], hairline cracks, and pinhole defects [46].

2.4 Related Prior Work

The testing of M3D–ICs in general, and ILVs, in particular, has remained largely unexplored thus
far. Due to the high ILV integration density (30 million per mm2 [32]), retrofitting of conventional
interconnect BIST approaches can introduce significant overhead. Methods such as [40, 41] use
dedicated scan elements (test points) for test access. However, these solutions require large test
application time since the number of test patterns required for high fault coverage can become pro-
hibitively large for high ILV density [21]. Moreover, the number of required test points is directly
proportional to the ILV count. ATPG-based interconnect test methods, such as [13], are likely be
less effective for ILV testing because I/O pins are available only on one layer in an M3D IC; either
test data or test responses—or both in the case of ILVs that do not land on the bottom tier—must
be propagated through multiple tiers and the associated ILVs. This requirement adds significantly
to the propagation constraints for ATPG. Even if tests can be found by an ATPG tool, additional
ILV faults on test paths, which is a likely scenario due to high ILV density, will impede testability.
Commercial ATPG tools tend to target single faults for test-pattern generation. However, multiple
faults are likely for dense ILV layouts; hence, test escapes might occur if tests are generated under
the single-fault assumption. The proposed BIST alleviates these problems by using a compact set
of test patterns that exhaustively test for single or multiple ILV fault scenarios with test-output
compaction and negligible fault-masking probability.

The concept of Known Good Die (KGD) is applicable to TSV-based 3D ICs where the cost of
die-to-wafer or die-to-die stacking is reduced by bonding dies (i.e., 3D tiers) to a (separate) KGD
that has already passed all necessary pre-bond tests [14]. In contrast, an M3D IC employs in-situ

sequential fabrication of tiers in an integrated process, instead of stacking independently processed
tiers. Therefore, the notions of KGD and pre-bond testing do not exist in the context of M3D–ICs.

While post-bond TSV testing techniques can be extended to post-assembly M3D testing, re-
cently proposed methods such as [35] need a die-wrapper register cell on both ends of the ILV
for controllability and observability. The drawbacks of applying the IEEE 1838 3D test standard
to M3D–ICs, which contain many more vertical connections than in 3D-stacked ICs, include: (i)
the current test standard does not provide on-chip ILV-fault localization capabilities; (ii) dedicated
die-wrapper registers on every ILV will have high area overhead; (iii) inland wrapping (to avoid
adding dedicated wrapper cells) will test both ILV and tier logic as part of “EXTEST” leading to po-
tential test escapes of ILV faults, which are more likely to occur than logic faults. In [45], a design
flow is proposed to test the full M3D stack, including ILVs, but without on-chip fault localization.
In [22, 27], an inter-layer ILV–BIST solution is presented using interface scan cells and a twisted
ring counter. However, it mandates a dedicated test layer, which can have a significant impact in
terms of the number of fabrication steps and area overhead. This technique also assumes that the
number of upward-facing (“up”) ILVs is equal to the number of downward-facing (“down”) ILVs
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between the two tiers. However, in real designs, this assumption is unlikely to hold and dummy
ILVs must be added to equalize the ILV counts.

A novelty of the proposed ILV–BIST methods is that faults can be detected without an additional
test layer and without an equal number of up and down ILVs between two tiers. During post-bond
or pre-assembly testing of block-level partitioned ICs, BIST can screen faulty M3D dies with low
test escape. Consequently, resources will not be spent on packaging a known bad die. This will
reduce the unit/per hour (UPH) cost, assembly cycle time, as well as the assembly material cost.
Targeted ILV–BIST will reduce test escapes and accelerate failure analysis once faults are localized
during production testing (or post-assembly testing). The proposed BIST methods can be applied
for in-field testing to enable early detection of aging-induced reliability failures and possible repair
or recovery in the field.

3 PROPOSED BIST APPROACH AND ANALYSIS OF FAULT DETECTABILITY

3.1 BIST Architecture

The BIST architecture for testing shorts, opens, and SAFs in ILVs is shown in Figure 1. The BIST
design is partitioned into two segments. The first segment corresponds to the tier (Tier 1) that
includes the driving side of the ILVs. The second segment corresponds to the tier (Tier 2) that is
driven by the ILVs under test. This segmentation enables testing of both bidirectional and unidi-
rectional ILVs. On the output side of the ILVs, we insert 2-input XOR gates between adjacent ILVs.
During ILV planning and placement in the design phase of a block-level partitioned M3D–IC, ILVs
of the same bus tend to be placed closer to each other; every ILV can therefore be shorted to at
most two adjacent ILVs. This is accounted for by our XOR placement to reduce gate count. There
are (N − 1) XOR gates in Tier 2 for a set of N ILVs. The XOR outputs feed a space compactor. This
compactor is an optimally balanced AND tree with (N − 1) inputs and a 1-bit output signature Y1.
We can determine if there is a fault in the given set of ILVs by observing Y1.

In Tier 1, test data are fed to the ILVs from an input sourceVin , which provides complementary
signals to adjacent ILVs in the test mode via an inverter chain. Therefore, for N ILVs, there are
(N − 1) inverters in Tier 1. A 2:1 multiplexer (MUX) is present at the input of every ILV to
switch between functional and test modes based on the Launch signal. Note that the inverter chain
is not on the functional path; therefore, it does not impact timing closure in functional mode.
Nevertheless, a long inverter chain can impact the frequency at which Vin can be switched. In
such a scenario, the inverter chain can be broken into sub-chains and the test inputs to the ILVs
adjusted accordingly to ensure that adjacent ILVs receive complementary values.

3.2 Detection of Hard Faults

The ILVs are tested in two clocks cycles and Vin is switched between these cycles. In the first
(second) clock cycle, Vin is set to 1 (0). The resulting test patterns to the ILVs are therefore “101...”
in the first cycle and “010...” in the second cycle. It is shown in the appendix that these test patterns
and the space compactor can together detect all single and multiple hard faults in the ILVs.

The manner in which the ILVs are driven in the test mode leads to a deterministic hard-short
behavior; this is illustrated in the inset of Figure 1. If two ILVs are shorted, the ILV that appears
first (pre-ILV) in the path of the incoming test signal from Vin will drive the other ILV (post-ILV).
This is because the post-ILV will experience opposite pulls via two paths: one through the highly
conductive short to the pre-ILV (Pull 1) and the other through the MUX and inverter to the test
signal (Pull 2). HSPICE simulations show that the latter is of higher resistance and hence offers
weaker pull.
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Fig. 1. Simplest form of the BIST architecture and illustration of the hard-short behavior.

Fig. 2. Illustration of the “Dual” BIST architecture.

4 AVOIDANCE OF ILV FAULT MASKING

4.1 Proposed Architecture

The BIST design of Section 3.1 is also susceptible to SAFs. Some of these faults may mask fault(s)
in the ILVs under test. If this happens, Y1 will be 1 in both clock cycles even if the ILVs contain
fault(s). To minimize the probability of ILV fault masking due to faults in the BIST design (referred
to as BIST-A), we add a parallel propagation path from the ILV outputs to a second 1-bit signature
Y2 (we refer to this part of the BIST logic as BIST-B). The physical structure of this parallel path to
Y2 (PY2) is identical to that of the path from the XOR inputs to Y1 (PY1). The XOR and AND gates
in PY1 are replaced with their Dual counterparts (XNOR and OR, respectively) in PY2. This “Dual”
BIST architecture is shown in Figure 2.

4.2 Masking of ILV Faults due to Single SAF in BIST

In the Dual-BIST architecture, let the 2-bit signature for the ILVs be {Y1, Y2}, where Y1 and Y2

represent the outputs from the XOR-AND and XNOR-OR compactors, respectively. The XOR-AND
and XNOR-OR compactors are denoted as BIST-A and BIST-B, respectively. The proposed BIST
method cannot detect the fault scenarios in which all the ILVs are stuck at 0’s and 1’s alternately
(010101... or 101010...). This is because the ILVs are stuck at values identical to the test patterns
and Y1 = 1 in both the test clock cycles, resulting in fault masking. We show in the appendix that
if this low-probability scenario does not occur, ILV faults cannot be masked by a single BIST fault.
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4.3 Masking of ILV Faults due to Multiple SAFs in BIST

For analyzing ILV fault masking due to multiple BIST faults, we only need to address the cases
when we observe Y1 = 1 and Y2 = 0 in both cycles. We first define a faulty ILV location as a pair of
adjacent ILVs where either there is a short between them, or both of them are stuck-at or open, or a
combination of these faults occurs. If the fault is activated, the corresponding error will propagate
through the XOR (X1) and XNOR (XN1) gates that are driven by the two ILVs. Note that every
adjacent ILV pair drives a unique XOR/XNOR pair, which propagates the error to Y1 and Y2.

Let V1 and V2 be a pair of faulty ILVs that are XOR-ed in the compactor. A fault, involving an
ILV or a pair of ILVs, will be masked by the BIST logic only if any of the following conditions is
true:

(1) Condition (1): Let the path from X1’s output to Y1 be called P1. Let the path from XN1’s
output to Y2 be P2. Here, X1 and XN1 denote the XOR and XNOR gates driven by the ILVs
V1 and V2, respectively. If there exists at least one s/1 fault in P1 and at least one s/0 fault in
P2, any ILV fault, if present, will be masked as we will obtain Y1 = 1, Y2 = 0 in both cycles.

(2) Condition (2): The inputs of all XOR and XNOR gates are stuck at complementary values.

Let F be the event that a pair of ILVs contains fault(s) and M be the event that the fault(s) is (are)
masked by the BIST logic. We next calculate the probability P[F ∩M]. For a set of c + 1 ILVs and
c XOR/XNOR outputs, if the AND and OR trees are well-balanced, the total number of nodes Ne

from any given XOR (XNOR) output toY1 (Y2) will be either �log2 c� or �log2 c�+1. The paths from
X1 to Y1 and XN1 to Y2 will have the same number of nodes because of the identical structures of
the AND and OR trees.

Let pb be the probability that a node in the BIST logic is faulty, with the s/0 and s/1 faults being
equiprobable. Let ps be the probability of a short between adjacent ILVs. Let po be the probability
that an ILV is s/0 (open) or s/1. Letpm be the probability that any given ILV pair is faulty. Therefore,
pm is defined as: pm = 1 − (1 − ps ) (1 − po )2. This expression can be interpreted as follows—an ILV
location is not faulty if there is no short and none of the two adjacent ILVs are open or stuck-at. We
know from basic probability theory that P[F ∩M] = P[F ].P[M |F ]; here, P[F ] is the probability that
a given ILV pair is faulty and P[M |F ] is the probability that, given the ILV pair contains fault(s),
the fault(s) is (are) masked by faults in the BIST. With this understanding, P[F ] = pm .

To derive P[M |F ] and consequently P[F ∩ M], we add the probabilities for the two mutually
exclusive cases of multiple fault masking described earlier. If Condition (1) is true, there are Ne

nodes in the paths P1 and P2, and a fault is masked if s/1 and s/0 faults are present in at least one of
the Ne nodes in P1 and P2, respectively. The probability for (1) is therefore pm (1− (1− pb

2 )Ne )2. As
P1 and P2 enforce different masking probabilities for different ILVs due to different path lengths,
we conservatively consider the worst-case masking scenario by associating the highest possible
fault-masking probability with all the paths from ILVs to Y1 and Y2. A larger number of edges in a
path implie a higher chance of masking. Therefore, we consider Ne = �log2 c� + 1. If Condition (1)

does not hold, the associated probability will be (1− pb

2 )2Ne ; we multiply this probability with the

probability for the case when Condition (2) is true. If (2) holds, the probability is 22cpm · ( pb

2 )4(c+1) .
Therefore, if we let PF M = P[F ∩M], we have

PF M = pm

(
1 −

(
1 − pb

2

)Ne
)2

+

(
1 − pb

2

)2Ne

.22cpm ·
(pb

2

)4(c+1)

.

Here, P[M |F ] = (1 − (1 − pb

2 )Ne )2 + (1 − pb

2 )2Ne .22c · ( pb

2 )4(c+1) . Since pb < 1 and pbNe << 1, we
use the approximation (1 − x )α ≈ (1 − αx ) for |x | < 1 and |αx | << 1 to simplify PF M as follows:
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Fig. 3. Multiple-fault masking probability.

PF M ≈ pm

(
1 −

(
1 − pbNe

2

))2

+ (1 − pbNe ).22cpm .
(pb

2

)4(c+1)

= pm

(
p2

b
N 2

e

4
+

(1 − pbNe )p4c+4
b

22c+4

)
≈
pmp

2
b
N 2

e

4
,

since 22c+4 > 4, p4c+4
b
< p2

b
, and (1−pbNe ) < N 2

e . We next derive the probabilities that specific ILV
fault scenarios are masked by multiple BIST faults (assuming independence of events):

Case-I: If S1 is the event that k known faulty ILV pairs are present in the set of c + 1 ILVs and
M1 is the event that this fault scenario is masked by the BIST logic, then the masking probability
can be estimated as: P[S1 ∩M1] = (PF M )k .

Case-II: Let us consider the case where anyk out of the c ILV pairs contain fault(s) (event S2) and
the fault(s) is (are) masked by faults present in the BIST engine (event M2). This is different from
Case-I as Case-I considered the identities of thek faulty ILV pairs to be known a priori. The number

of ways of choosing k pairs (to contain fault(s)) from c pairs is
(

c
k

)
. For each of these mutually

exclusive ways, the probability that the k-fault scenario is masked is P[S1 ∩M1]. Furthermore, for
every choice of k pairs that contain fault(s), we are considering the remaining c − k pairs to be
fault-free. Therefore, the probability P[S2 ∩M2] can be expressed as:

P[S2 ∩M2] =

(
c

k

)
P[S1 ∩M1](1 − pm )c−k =

(
c

k

)
(PF M )k (1 − pm )c−k .

Figure 3 shows the variation of PF M and P[S2 ∩M2] with p, where p = ps = po = pb , k = 1, and
c ∈ {31, 63}. The width of a BIST engine is defined as the number of ILVs (c+1) tested concurrently
by the engine. For a wider BIST engine, PF M is higher because more logic gates are present in the
path between ILV and BIST output. In contrast, P[S2 ∩ M2] is generally lower for higher engine
width due to the presence of a higher number of ILVs. The different approaches undertaken to
calculate the two probabilities lead to opposite trends in their values as the engine width is varied.
Table 1 gives the values of P[S2 ∩ M2] for k > 1, c = 31, and p = 0.05. We observe that the
probability of ILV fault(s) being masked by multiple BIST faults is very low.
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Table 1. ILV
Fault-masking

Probabilities Due to
Multiple BIST Faults

k P[S2 ∩M2]

2 5.5228 × 10−5

3 1.9982 × 10−6

4 5.2354 × 10−8

5 1.0582 × 10−9

Case-III: Let S3 be the event that a set of c + 1 ILVs (c adjacent ILV pairs) contains one or more
faulty ILV pairs. Let M3 be the event that faults present in the BIST mask any fault(s) that may be
present in the ILVs. The probability P[S3 ∩M3] can be expressed as:

P[S3 ∩M3] =

c∑
k=1

P[S2 ∩M2] =

c∑
k=1

(PF M )k (1 − pm )c−k = (PF M + 1 − pm )c − (1 − pm )c

Since |pm − PF M | < pm < 1 and |cpm | << 1, we can further simplify P[S3 ∩M3] as follows:

P[S3 ∩M3] ≈ (1 − c · (pm − PF M )) − (1 − c · pm ) = (1 − c · pm + c · PF M ) − 1 + c · pm = c · PF M .

The above analysis derives closed-form expressions for the masking probability of ILV faults due

to multiple faults in the BIST logic. Such expressions can be evaluated quickly to determine the
optimum number of ILVs (c) to be tested concurrently by the Dual-BIST engine such that the
likelihood of ILV-fault masking is minimized.

5 ENHANCED DUAL-BIST FOR RESISTIVE FAULTS

Targeted BIST for ILVs potentially reduces test escapes of resistive faults and enables on-chip
fault localization. Testing of ILVs for resistive faults is essential especially in the field when such
faults arise due to aging and other reliability-related root causes such as time-dependent dielectric
breakdown between ILVs and electromigration. Regular monitoring of ILV health by BIST can lead
to early detection of such failures in the field which, in turn, can facilitate potential repair.

The range of detectable defect size (i.e., magnitude of open or short resistance) can extended by
the addition of a delay element—an Ns -stage inverter (where Ns is the number of cascaded single-
stage CMOS inverters)—to the input of every ILV in the test mode. Figure 4 describes this design
for Ns = 2; the buffers are shaded. We next show how the addition of the delay stage facilitates
the detection of resistive faults caused by defects of intermediate size.

5.1 Resistive Shorts

A resistive short is a short between ILVs that has a resistance in the intermediate range, typically
ranging from few to several hundred KΩs [39]. Figure 5(a) illustrates the lumped circuit model
for the testing of a resistive short. The buffer’s equivalent resistance is denoted by RBU F , the ILV
self-resistance is denoted by RI LV , and RS denotes the resistance of the short. Complimentary
test inputs are applied at the inputs of the buffers—VDD (1) and Ground (0). The differential input
voltage of the 2-input XOR is given by ΔVout = Vout,1 −Vout,2 = VDDRS/(2RI LV + 2RBU F + RS ). A
short is detected if and only if it forces the XOR output to 0 instead of 1 (fault-free case). The XOR
output is 0 when its differential input voltage is less than a preset threshold. The addition of the
buffer stage decreases the magnitude of this differential input voltage since ΔVout for RBU F > 0 is
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Fig. 4. Enhanced Dual-BIST for resistive faults.

Fig. 5. Circuit models for resistive (a) short, and (b) open.

less than ΔVout forRBU F = 0. Therefore, the maximum detectable short resistance can be increased
by increasing RBU F .

5.2 Resistive Opens

For a given functional clock period Tclk , let the range of opens detected be [Ro,min ,∞). The en-
hanced Dual-BIST can detect open resistances lower than Ro,min by adding a buffer delay to the
small delay of the open defect. Figure 5(b) illustrates the lumped circuit model of the buffer aiding
the test of a resistive open. Here, Ron is the ON-resistance of a transistor, Co,x (x = 1, 2) are the
output capacitances of the two inverter stages in the buffer, CI is the parasitic ILV-to-substrate
capacitance, CL is the ILV load (fan-out) capacitance, and RO denotes the open resistance. Using
the Elmore–Delay model for an RC ladder, the total delay, D, of a signal from the buffer input Vin

to the ILV output Vout can be expressed as:

D = (ln 2) × (Ron (Co,1 + 2Co,2 + 4CI + 2CL ))

+ (ln 2) × (RO + RI ) (CI +CL ).

A sufficient condition for the detection of an open is given by:D+ΔX OR > Tclk , where ΔX OR is the
XOR gate delay. Therefore, without decreasing Tclk , the minimum detectable open resistance can
be decreased beyond Ro,min by increasing Ron , i.e., by decreasing transistor width or increasing
Ns .

Resistive defects can lead to an increase in the propagation delay of paths through the defect
sites. The additional delay contribution due to such defects is typically small (hence, SDDs). SDDs
can be detected only on paths with a small enough timing slack such that, in the presence of the
fault, a signal transition is not captured within the rated clock period. Therefore, to detect SDDs,
it is critical that the longest (minimum-slack) paths through a fault site are sensitized. Commercial
EDA tools attempt to ensure this by using a “constrained” transition delay fault model—only the
paths having a nominal timing slack lower than a predefined margin are considered for testing [2].
The insights presented in this section are utilized later in Section 7.4 to design a delay bank for
testing SDDs in ILVs.
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6 ANALYSIS AND TEST OF CROSSTALK-INDUCED FAULTS

6.1 Analysis of Crosstalk

6.1.1 Sources of Crosstalk. The issue of crosstalk noise arising from TSV coupling is well doc-
umented as a principal cause of failure in 3D ICs [50–52]. TSVs can be coupled to an adjacent
TSV or proximal active devices. TSV-to-TSV coupling can be classified into two categories: capac-
itive and inductive coupling [51]. Inductive coupling between TSVs is typically observed in appli-
cations with higher data transmission frequencies where significant electromagnetic interference,
crosstalk, attenuation, and other signal discontinuity issues are observed [50]. Capacitive coupling
is typically dominant for operational frequencies lower than 5 GHz [52]. TSV-to-active device cou-
pling is observed when the substrate contact are placed close to the TSVs. The SiO2 insulation layer
between the TSVs and the silicon substrate has a thickness of a few hundredths of a nanometer,
and thus results in high capacitance between the TSV and the silicon substrate. Due to this, high
frequency noise in the silicon substrate can be coupled to the TSV through the large capacitance
[9]. The keep-out zone (KOZ) around a TSV is characterized to prevent TSV-induced thermo-
mechanical stress from causing hot-carrier-injection (HCI) and bias-temperature-instability

(BTI) related failures in nearby transistors [12, 17]. The KOZ is not a concern for ILVs because
they are much smaller structures (several nm) compared to TSVs (several μm), resulting in lower
stress and fewer stress-induced reliability failures.

Various methods have been proposed to mitigate the impact of TSV coupling. Grounded TSVs
can be added surrounding the victim TSV [31] or into the empty spots in the design [44]. However,
this leads to large area overhead. A coding scheme can be used to reduce the maximum crosstalk in
a TSV matrix [28]; however, this is only applicable for capacitive coupling and for a limited mesh
size. Clearly, the state-of-the-art mitigation approaches are insufficient to handle the coupling
issue. This necessitates a dedicated testing approach for couple-induced fault detection.

The M3D fabrication flow is still immature, and therefore we expect coupling between neigh-
boring ILVs (which are analogous to TSVs in conventional 3D design) and between ILVs and the
active circuit to be a critical issue in high-volume manufacture. In addition to increasing path de-
lay, coupling results in additional current flowing through the victim ILV during signal transition.
In the presence of electromigration, even a small amount of additional current can significantly
reduce the mean-time-to-failure (MTTF) of the chip. Therefore, the impact of coupling on delay
and MTTF of the chip varies depending on: (i) the presence of other defects in the ILVs; (ii) defects
in the physical medium between the ILVs; (iii) presence of electromigration; and (iv) physics of
the material composition of an ILV and its interaction with the surrounding medium, and several
other non-idealities. Therefore, it is not possible to extend the design rules of conventional vias to
the ILVs without separate characterization of ILV-to-ILV coupling using specialized BIST.

During early phases of the product tapeout, customers put their designs on Multi-Part-Wafers

(MPWs) to validate them using functional specifications (e.g., target frequency) before doing a
product tapeout. Typically, the space is limited on MPWs and having BIST would help validate the
designs and provide valuable feedback on the impact of coupling in ILVs. This is a more practical
solution than just increasing the ILV spacing far enough in a product tapeout so that the impact
of coupling is minimized. Having targeted BIST structures on MPWs for technology qualification
is a standard business practice followed by customers [7]. Note that BIST for detecting coupling
may no longer be needed in MPWs after several revisions of the design rules.

We present an ILV-specific lumped coupling model and explore the impact of coupling on several
performance aspects. Coupling affects the slack on critical paths; therefore, the test efficiency of
delay faults can also be impacted.
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6.1.2 ILV-to-ILV Coupling. The uppermost metal layer in the bottom M3D tier (UB) and the
lowermost metal layer in the top tier (LT) are connected using ILVs. The active layer (containing
the transistors) in the top tier and the UB are separated by an ILD of thickness tI LD . The ILVs are
manufactured using a flow adapted from that for vertical BEOL plugs in 2D ICs [5]. The fabrication
of an ILV is done using a via-etch process followed by diffusion-barrier and seed deposition. Then
the ILV is electroplated with a “filler” metal. The filler metal is typically tungsten (W) as its use is
compatible with the thermal budget of M3D processing. The diffusion barrier is present around and
at the bottom of the ILV, i.e., where the ILV lands, to prevent the ILV metal from diffusing into the
surrounding dielectric (silicon) medium and causing unwanted shorts with nearby interconnects
(active devices). The diffusion barrier is typically made of titanium nitride (TiN). Figure 9(a)
illustrates the side-view of a two-tier M3D IC with the ILV, ILD, and diffusion barrier annotated.

In a 1D array of ILVs, an ILV can be coupled to at most two adjacent ILVs, i.e., ones to the left and
right. We model the electrostatic coupling between an ILV and its two adjacent ILVs using lumped
resistances and capacitances; the approach is similar to what is commonly adopted for TSV-to-
TSV coupling [31]. Figure 6 shows the proposed lumped ILV-to-ILV coupling model. In the three-
ILV coupling model, the ILV in the middle is considered to be a victim and the adjacent ILVs are
considered as aggressors. Considering 2–4 GHz as the upper-end operational frequency of our M3D
designs, inductances are not included in the ILV-to-ILV coupling model. The fabrication-induced
taper of an ILV does not significantly affect the model’s parameter values and is not considered in
the calculations. An ILV is considered to have a cuboidal shape with a square base of dimensions
w ×w and height tI LD + tSi , where tSi is the thickness of the top tier’s active silicon layer. Let the
thickness of the diffusion barrier, surrounding the entire length of the ILV, be ts

db
. Let the thickness

of the diffusion barrier at the bottom of the ILV, i.e., near the landing pad on UB, be tb
db

. Therefore,

the length of the ILV tW containing filler-metal tungsten is tI LD+tSi−tb
db

; the square base occupied
by tungsten has a side-length of w − 2ts

db
.

Before connecting to LT in the top tier, the ILV passes through the silicon-based active layer of
thickness tSi . Therefore, we can divide the ILV into three segments based on the ILV composition
and surrounding medium:

— A: This segment constitutes the lower portion of the ILV near the UB. The segment contains
only the diffusion barrier, is surrounded by ILD, and extends for a length of tb

db
.

— B: This segment constitutes the bottom portion of the ILV near the UB. The segment contains
tungsten surrounded by the diffusion barrier, is surrounded by ILD, and extends for a length
of tW − tSi .

— C: This segment constitutes the upper portion of the ILV near the LT. The segment contains
tungsten surrounded by the diffusion barrier, is surrounded by the top tier’s active layer, and
extends for a length of tSi .

6.1.3 Derivation and Validation of Coupling Parasitics. We express the lumped resistances and
capacitances of each segment of the coupling model as functions of the physical dimensions de-
fined in Section 6.1.2. Let the separation between victim and aggressor ILVs be d . The resistance

RA
db

of the diffusion barrier in Segment A is: RA
db
=

ρdb ·tb
db

w2 , where ρdb is the resistivity of the

diffusion-barrier material. The coupling capacitanceCA
cc of Segment A between victim and aggres-

sor ILVs is: CA
cc =

ϵI LD ·w ·tb
db

d
, where ϵI LD is the permittivity of the ILD.

In Segment B, the resistance RB
db

of the diffusion barrier is: RB
db
=

ρdb ·(tW −tSi )
w2−(w−2t s

db
)2 . The resistance

RB
W of the ILV filler-metal is: RB

W =
ρW ·(tW −tSi )

(w−2t s
db

)2 , where ρW is the resistivity of the filler-metal. The

coupling capacitanceCB
cc of Segment B between victim and aggressor ILVs is:CB

cc =
ϵI LD ·w ·(tW −tSi )

d
.
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Fig. 6. ILV-to-ILV lumped coupling model for a victim ILV with two aggressor ILVs.

In Segment C, the resistance RC
db

of the diffusion barrier is: RC
db
=

ρdb ·tSi

w2−(w−2t s
db

)2 . The resistance

RC
W

of the ILV filler-metal is: RC
W
=

ρW ·tSi

(w−2t s
db

)2 . The coupling capacitanceCC
cc of Segment C between

victim and aggressor ILVs is: CC
cc =

ϵI LD ·w ·tSi

d
. The coupling resistance RC

cc of Segment C between

victim and aggressor ILVs is: RC
cc =

ρSi ·d
w ·tSi

, where ρSi is silicon resistivity. The coupling resistance is

in parallel with the coupling capacitance. As the ILD resistance is very high, coupling resistances
in Segments A and B are neglected.

The ILV-to-ground lumped capacitanceCдnd is approximated by cBEOL ·tI LD , where cBEOL is the
average BEOL wire capacitance (wire-to-ground and wire-to-wire combined) per unit length. To
model a full flop-to-flop functional path, P, on which an ILV lies, the total BEOL wire capacitance
Cb

BEOL
of the portion of functional path in the bottom tier is given as:Cb

BEOL
= FOb ·cBEOL ·wBEOL .

Here, FOb is the number of fan-out branches of P in the bottom tier andwBEOL is the average length
of a fan-out branch. The total BEOL wire capacitanceCt

BEOL
of the portion of functional path in the

top tier is given as:Ct
BEOL

= FOt ·cBEOL ·wBEOL . Note that, FOt is the number of fan-out branches

of P in the top tier. Similarly, the total BEOL wire resistances, Rt
BEOL

and Rb
BEOL

(corresponding to
top and bottom tiers, respectively), of the functional path are given as:Rx

BEOL
= FOx ·rBEOL ·wBEOL .

Here, x ∈ {t ,b} and rBEOL is average BEOL wire resistance per unit length. All fan-out branches
in the top and bottom tiers are loaded with minimum-width inverters.

The signalVI N ,V to the input of a driver gate in the bottom tier drives the victim ILV. To evaluate
the impact of coupling on signal transition, we observe the signal propagated by the victim ILV by
tapping the input of one of the load inverters (Vout ) in the top tier. Both left and right aggressor
ILVs are tied to signal VI N ,A in order to maximize the impact of coupling on the victim ILV for
worst-case analysis.

Table 2 summarizes the notations of the parameters used in the ILV-to-ILV and ILV-to-active
device coupling models, and the corresponding values used for HSPICE simulations of the models.
The chosen parameter values are based on 45 nm technology node [19, 29, 47].
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Table 2. Notations for Parameters Used in the Coupling Models
and Parameter Values Used for Simulations

Parameter notation Description Parameter value used for HSPICE simulations
tI LD ILD thickness 110 nm
tSi Thickness of silicon layer in top tier 30 nm
w Width of ILV’s square-shaped base 70 nm

tW Height of ILV portion containing filler metal 125 nm

ρdb, ρW , ρSi Resistivity of {diffusion barrier, filler, silicon} 250 Ω-nm (TiN), 56 Ω-nm (W), 6.4 × 1011 Ω-nm
ϵI LD Permittivity of ILD 3.9ϵo F/m (silicon dioxide)

rBEO L, cBEO L
Average resistance and capacitance

0.24 Ω/μm, 0.35 fF/μm
per unit BEOL wirelength

wBEO L Average BEOL wirelength of a fan-out branch 1 μm
FOt , FOb Fan-outs of ILV path in top and bottom tiers {1, 2, 3}, {1, 2, 3}

d Separation between adjacent ILVs ≥70 nm
dSi Separation between ILV and body contact ≥71 nm
wb Width of square-shaped body contact 70 nm

ϵo : permittivity of free space, ϵo = 8.85 × 10−12 F/m.

We next use a mesh-based high-frequency simulator ADS (Advanced Design System software
from Keysight Technologies) to validate the RC connectivity and derivation used in the lumped
model. We use the “Momentum RF” solver of ADS to build the model for ILV-to-ILV coupling and
perform S-parameter analysis. We then compare the coupling S-parameters of the Momentum
extracted model with that of our lumped model. As vias made of composite materials (such as
tungsten filler enclosed within TiN diffusion barrier) cannot be modeled in ADS, we carry out a
piece-wise verification of the three segments (A, B, and C) of our lumped model by only considering
barrier-to-barrier coupling and ignoring the filler metal, which does not appear in the path of the
coupling current. Figure 7(a) illustrates the four-port via-to-via coupling model implemented in
ADS. Each via is tapered cylindrical and made of TiN. The vias have smaller diameter Dl (in nm)
and larger diameter Dh = Dl + 10. Square-shaped landing pads of width (Dh + 10) are added on
either end of a via. The height of each via is LI LV which equals the ILV height in a given segment.
As fabricated ILVs are cuboidal in shape and ADS vias are cylindrical, Dl is set such that the
effective volume of the ADS via equals that of the TiN barrier in an ILV in a given segment. For
example, in Segments B and C, volume of the TiN barrier equals LI LV · (w2− (w−ts

db
)2). Hence, the

diameterDl of an equivalent cylindrical via of height LI LV is calculated as:Dl = 2

√
w2−(w−t s

db
)2

π
. For

Segment A, Dl = 2
√

w2

π
. The dielectric medium between the vias is chosen as Si or SiO2 depending

on the segment under verification. We analyze the four-port network comprising adjacent vias
to obtain the S-parameters S13 and S14 (in dB) for the backward and forward coupling powers,
respectively. For S-parameter analysis, a termination load of 50 Ω is added to each of the four
ports. The operating frequency is swept from 0.5 GHz to 3 GHz.

Figure 7(b)–(c) shows the comparison in coupling S-parameters between the ADS extracted
model and our lumped model for Segments A and C. The discrepancy in the coupling power
estimate between the extracted and lumped models ranges between 5 dB and 15 dB. Such a
discrepancy arises from differences in the physical shape of an ILV assumed by extracted and
lumped models. Given the extremely low magnitudes of the coupling powers estimated by both
the models, a discrepancy of <15 dB is acceptable. For Segment B, the lumped model estimates a
low magnitude of the coupling power with discrepancy ∼5 dB. Therefore, the above segment-wise
verification validates the connectivity and derivation procedure of the RC parasitics in our lumped
model. As the three segments are connected in series in the lumped model and the coupling paths
primarily include the diffusion barrier, segment-wise verification is sufficient to verify the entire
lumped model.
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Fig. 7. (a) Via-to-via coupling model implemented in ADS; (b) S-parameter comparison for Segment A; and
(c) S-parameter comparison for Segment C.

6.1.4 Impact of ILV-to-ILV Coupling on Timing. Table 3(a) gives the impact of ILV-to-ILV cou-
pling on the delay of the functional path through the victim ILV for different choices of FOb , FOt ,
and driver gate. The driver gates considered are inverter (INVX1), buffer (BUFX2), and 2-input
NAND (NANDX1) from Nangate 45 nm open-cell library. The low-to-high (high-to-low) propaga-
tion delay of the victim ILV when the aggressor ILVs undergo low-to-high (high-to-low) transition

is denoted by tr
r (t

f

f
). The high-to-low (low-to-high) propagation delay of the victim ILV when the

aggressor ILVs undergo low-to-high (high-to-low) transition is denoted by tr
f

(t
f
r ). The symbol Δ

before the delay terms indicates the change in the victim’s propagation delay due to coupling;
positive (negative) polarity of Δ implies increase (decrease) in the delay. All of the above delay-
related terms are expressed as percentages of the functional clock period Tclk . Here, Tclk is 1 ns,
and the rise and fall delays of VI N ,V and VI N ,A are set at 50 ps. The impact of coupling is seen to
be negligible.

Table 3(b) gives the impact of ILV-to-ILV coupling in the presence of an open defect in the victim
ILV for FOb = FOt = 3 and BUFX2 driver. The open defect is modeled as a resistance Rd , which
is inserted in series with RA

db
/2 in Segment A of the ILV model (see Figure 6). The open increases

the propagation delay of the victim ILV. Moreover, the adverse impact of the open on ILV delay
is further amplified by the delay introduced by coupling. In the presence of coupling, larger-sized
defects with higher values ofRd tend to have a higher impact on the victim ILV’s propagation delay.

Figure 8 shows the impact of increasing ILV separation d on the timing impact of coupling
denoted by Δtr

f
(expressed as a percentage of the functional clock period Tclk =1 ns). Here, Δtr

f

indicates the change in the high-to-low propagation delay of the victim ILV when the aggressor
ILVs undergo a low-to-high transition. The victim ILV is driven by BUFX2 and has a fan-out of
six. Note that the nominal separation between two ILVs is 70 nm for the technology node under
consideration. We observe that the increase in ILV delay drops sharply when the separation is
increased beyond 100 nm.

6.1.5 ILV-to-Active Device Coupling. If an ILV is fabricated in close proximity to an active device,
such as the transistor, in the top tier, coupling current can flow between the ILV and the body
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Table 3. Impact of ILV-to-ILV Coupling on the Delay of Victim ILV

(a) Open defect absent

Driver FOb FOt
Δt r

r Δt
f

f
Δt

f
r Δt r

f

(%) (%) (%) (%)

INVX1
1 1 0.02 0.04 0.003 −0.021
2 2 −0.001 0.002 0.01 0.005
3 3 0.008 −0.008 0.006 0.012

BUFX2
1 1 0.002 −0.002 0.002 0.001
2 2 0.002 −0.001 0.002 0.002
3 3 0.001 0 0.001 0.2

NANDX1
1 1 0.001 −0.002 −0.002 −0.005
2 2 0 0.01 0.003 −0.03
3 3 0 0.03 0.006 0.001

(b) Open defect present
No coupling Coupling Impact

Rd t
f
r t r

f
t

f
r t r

f
Δt

f
r Δt r

f

(KΩ) (%) (%) (%) (%) (%) (%)
5 3.45 3.52 3.57 3.53 0.11 0.01
10 4.78 4.64 4.82 4.83 0.04 0.2
20 7.73 7.86 7.91 7.92 0.2 0.06
40 13.71 14.12 13.91 14.2 0.2 0.1
50 17.81 15.91 16.82 17.11 −1 1.2

Fig. 8. Effect of increasing ILV-to-ILV separation on the timing impact of coupling.

contact of the transistor through the silicon layer [10]. Assuming a p-type substrate for the silicon
epitaxial layer (epi-layer) in the top tier, the body contacts of n-type transistors are especially
susceptible to crosstalk. The p-type transistors are enclosed in an n-well and are naturally shielded
from crosstalk. All n-type transistors of a standard cell share one body contact that is tied to the
ground.

When the side-walls of an ILV and its adjacent body contact are aligned face-to-face, the nature
of the electrostatic field lines between the contact and the ILV is similar to that of the fringing field
lines between a metal interconnect’s side-wall and the ground plane, when rotated anti-clockwise
by 90°; see Figure 9(a–c). Therefore, the coupling capacitance CSi between ILV and the n-type
transistor’s body contact is: CSi =

π ϵSi wb

ln dSi /wb
. Here, wb is the width of the square-shaped contact

and dSi is the ILV-to-contact separation; dSi > wb such that the capacitance is a positive value.
As the body contact is placed on top of the epi-layer, a large proportion of the coupling current
flows near the silicon surface. Therefore, the expression for the coupling resistance through silicon
can be adapted from that of the semiconductor sheet-resistance as measured by four-point probe
method [20]. The coupling resistance RSi is given as: RSi =

ρSi

π tSi
· ln(sinh tSi

dSi
/ sinh tSi

2dSi
). Figure 9(d)

illustrates the ILV-to-active device lumped coupling model for an inverter.
Table 4 gives the impact of ILV-to-active device coupling on the ILV delay in the presence of an

open defect. The propagation delay of a rising (falling) transition on the ILV is denoted by tr (tf )
and is expressed as a percentage ofTclk ;Tclk is 1 ns. The impact of coupling is significantly higher
in the presence of larger-sized defects (or higher values of Rd ).

We also investigate the effect of increasing ILV-to-active device separation on ILV timing. Ac-
cording to the standard design rules for any technology node, the separation must exceed the
contact width, i.e., dSi > wb . As the contact width is 70 nm, we set the minimum value of dSi
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Fig. 9. ILV-to-active device lumped coupling model: (a) side view of a two-tier M3D–IC showing the ILV and
substrate (body) contact of an inverter in close proximity; (b) top view of the placement of ILV and body
contacts in the top tier, that is considered for analyzing coupling; (c) illustration of the derivation of CSi

from fringe-capacitance model; and (d) schematic of the lumped coupling model involving the ILV and the
inverter.

Table 4. Impact of ILV-to-active Device
Coupling on the Delay of Victim ILV

No coupling Coupling Impact
Rd tr tf tr tf Δtr Δtf

(KΩ) (%) (%) (%) (%) (%) (%)
0 2.18 2.05 2.26 2.2 0.07 0.15
5 3.45 3.52 4.05 3.97 0.6 0.45
10 4.78 4.64 6 5.94 1.2 1.3
20 7.73 7.86 10.2 10.13 2.47 2.27
40 13.71 14.12 18 18.33 4.3 4.21

to 71 nm. Figure 10 shows the impact of increasing dSi on the coupling-induced delay in an ILV
during low-to-high transition. The increase in the low-to-high propagation delay of the victim ILV
due to coupling is denoted by Δtr and is expressed as a percentage ofTclk . We observe that the tim-
ing impact drops sharply as dSi is increased beyond 90 nm. As the coupling capacitance between
ILV and active device has a logarithmic dependence on dSi , dSi must be significantly increased to
further mitigate the timing impact of coupling.

6.2 Impact of Coupling on Statistical Delay Quality Level

The Statistical Delay Quality Level (SDQL) is a commonly used surrogate metric for SDD cover-
age and test pattern grading [53]; a lower value of SDQL signifies higher effectiveness of the SDD
test patterns. To simulate the effectiveness of test patterns under process variations, a delay-defect
distribution function F (z) is considered, where z is the delay fault size. Therefore, F (z) denotes the
probability that either a rising or a falling transition delay fault of size z exists at a random node.
Note that F (z) is typically obtained from empirical data or a process test chip; some examples of
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Fig. 10. Effect of increasing ILV-to-transistor separation on the timing impact of coupling.

such distributions can be found in [42]. SDD detection becomes more relevant when more defects
are of small size, i.e., F (z) decreases rapidly with increasing z.

Consider an SDD fault X and a corresponding test pattern TPX for it. Let the timing margin
of the longest (minimum-slack) path through X in the absence of any parameter variations be
given byT�

m . Similarly, let the nominal slack through the path sensitized byTPX beT�
d

. Therefore,

faults of size z < T�
m are redundant whereas all faults of size z > T�

d
can be detected be TPX .

The probability that an irredundant fault of size z at X remains undetected is therefore given by

P�
X
=

∫ T �
d

T �
m

F (z)dz. The nominal SDQL for a test pattern set is then given by

θ� =
2N∑
j=1

P�
X j
=

2N∑
j=1

∫ T �
d

T �
m

F (z)dz, (1)

where the number of nodes (delay faults) in the netlist is N (2N ). The probability of SDD escape
decreases with decreasing θ�. Conventional SDD ATPG tools attempt to generate a test-pattern
set that minimizes θ�.

As given in Table 3(a), the presence of coupling among neighboring ILVs has a small impact
on the propagation delay of the affected paths when no resistive open or SDD is present in those
paths. Therefore, it is likely that coupling alone will not result in transition delay faults. However,
as the slacks on the critical paths change, already existing SDDs can escape detection. Consider
a distribution of SDDs as shown in Figure 11. T�

m (T�
d

) denotes the timing margin of the longest
(sensitized) path through a SDD, andTm (Td ) is the corresponding slack in the presence of coupling.
Clearly, Tm ≤ T�

m and Td ≤ T�
d

. The SDQL in the presence of coupling is then given by

θ =
2N∑
j=1

∫ Td

Tm

F (z)dz = θ� +
2N∑
j=1

�
�

∫ Tm

T �
m

F (z)dz −
∫ Td

T �
d

F (z)dz�
�
= θ� +

2N∑
j=1

Δθ j . (2)

Here, Δθ j denotes the change in the area under the curve for the jth SDD. Note that three cases
can arise here:

— Case-1: Both the critical and sensitized path through the jth SDD are equally affected by
coupling faults. In this case,Tm−T�

m = Td −T�
d

. As F (z) is monotonically decreasing, Δθ j > 0.
— Case-2: The critical path is more affected by coupling faults, while the sensitized path is not

(or less) affected. In this case, Tm −T�
m > Td −T�

d
. Similar to Case-1, Δθ j > 0.

— Case-3: The sensitized path is more affected by coupling faults, while the critical path is not
(or less) affected. In this case,Tm −T�

m < Td −T�
d

. Δθ j can be positive or negative depending
on the value of Tm and Td .
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Fig. 11. Change in area under the SDQL curve due to ILV coupling.

Table 5. SDD Pattern Effectiveness in Terms of SDQL Values for
Different Values of fcouple

Benchmark
SDQL for SDDs in ILVs (×106) SDQL for all SDDs (×106)

fcoupl e fcoupl e

0.0 0.1 0.15 0.2 0.0 0.1 0.15 0.2
AES-128 (400 ILVs) 4.60 5.28 5.37 5.38 48.29 48.66 48.01 49.09

AVC-Nova (316 ILVs) 0.03 0.16 0.16 0.16 12.04 35.20 35.20 35.21

The SDQL (and hence, the probability of test escape) for an SDD increases under coupling in Case-1
and Case-2, while it decreases in Case-3. However, note that Case-1 holds for all SDDs on the ILVs.
Therefore, it is expected that coupling faults will result in increased test escape of SDDs on ILVs,
while there is a possibility that the testing of other SDDs (not on ILVs) can be degraded as well.

Table 5 gives the impact of coupling fault on the SDD test efficiency in the AES and Nova
benchmarks. We observed that, in the presence of ILV coupling, the propagation delay increases
by 0.2% of the rated clock period (see Table 3(a)). Therefore, we have injected delay defects of
this size on a randomly-selected subset of ILVs to simulate the effect of coupling. SDQL is then
calculated for SDDs in the ILVs and in the entire design. In our experiments, we have considered
that a fraction, given by fcouple , of all ILVs is affected by coupling. We present results for four
values of fcouple — 0 (no coupling), 0.1, 0.15, and 0.2. To simplify the model, we have considered all
the injected coupling faults to be of similar size. From Table 5, we observe that for SDDs in ILVs, the
SDQL (test efficiency) increases (decreases) as fcouple increases. The impact of such SDDs, however,
depend on the circuit topology. For example, the SDQL for AES, under SDDs in ILVs, increases at
most by 16.96 % (for fcouple = 0.2). On the other hand, for Nova, the SDQL increases to 5× its
nominal value. Note also that the impact of coupling on the SDQL does not increase significantly
as fcouple increases. This can be attributed to the constant size of the coupling fault.

Recall that SDD fault sites not located on ILVs can belong to any of the three cases mentioned
above. Therefore, the SDQL of such faults can either increase or decrease due to coupling. This
is observed for the AES benchmark for fcouple = 0.15 (see Table 5) when SDQL for all SDDs are
considered; in this case the SDD test efficiency improves under coupling. However, for the other
cases, SDQL increases from its baseline value. Therefore, it is possible that SDD test efficiency
of faults not on the ILVs can also be affected due to ILV coupling. Clearly, SDD testing in M3D–
ICs becomes unpredictable in the presence of ILV-to-ILV coupling. Emerging technologies such
as M3D–ICs are prone to SDDs due to inevitable process variations and manufacturing defects. A
targeted BIST approach for detecting coupling-induced faults in ILVs is necessary to avoid SDD
test escape.

6.3 Test Generation for Coupling-Induced Faults

Faults arising due to coupling between adjacent ILVs, i.e., victim-aggressor pair, are glitch and
transition (delay) faults. The maximal aggressor fault (MAF) model is used to generate test
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Table 6. Coverage Matrix for Mapping Test Patterns in T to the
Corresponding Faults Covered in an ILV Pair

ILV Fault model
Pattern transitions (ordered pair) in T

P 1, P 2 P 2, P 3 P 3, P 4 P 4, P 5 P 5, P 6 P 6, P 7 P 7, P 8 P 8, P 9 P 9, P 10 P 10, P 11 P 11, P 12 P 12, P 13

Left

Delay (coupling) � � � � � � � �
Glitch (coupling) � � � �

Open (delay) � � � � � � � �
Stuck-at-0 � � � � � �
Stuck-at-1 � � � � � �

Shorted to right ILV � � � � � �

Right

Delay (coupling) � � � � � � � �
Glitch (coupling) � � � �

Open � � � � � � � �
Stuck-at-0 � � � � � �
Stuck-at-1 � � � � � �

Shorted to left ILV � � � � � �

patterns for detecting coupling-induced faults between interconnects by considering one inter-
connect as the victim and all neighboring interconnects as aggressors [11]. The same fault model
can be adapted for test generation for coupling-induced faults in ILVs. When the victim ILV is
propagating a signal s ∈ {0, 1} and the aggressor ILV is undergoing a rise or fall transition, the
potential corresponding to s can fluctuate leading to a glitch, and cause circuit misbehavior and
increased switching-power dissipation. On the other hand, if signals on both victim and aggressor
ILVs simultaneously undergo transitions, the signal propagated by the victim ILV can potentially
suffer from a delay fault, leading to incorrect logic propagation.

We next determine the sequence consisting of a minimum number of test patterns to detect all
possible coupling-induced faults in a 1D ILV array where the “victim” and “aggressor” terms can
be interchangeably associated with any given ILV. In other words, the same ILV can act as both
victim and aggressor in different cycles of the test sequence. Theorem 3 in the appendix shows
that the number of test patterns (both necessary and sufficient) required to detect all possible
coupling-induced faults (based on the MAF model) in a 1D ILV array is 13.

The test sequence T for detecting coupling-induced faults in the 1D ILV array is:

T = (11, 10, 01, 00, 01, 10, 11, 00, 10, 00, 11, 01, 11).

Here, the ith pattern P i (1 ≤ i ≤ 13) inT is represented using two bitsqi
1 andqi

0, whereqi
1 (qi

0) is the
logic value applied to the left (right) ILV. As each ILV (when considered as the victim) has at most
two aggressors on its left and right, alternate ILVs in the ILV bus receive the same pattern bit qi

j

(j ∈ {0, 1}) in test mode. In addition to coupling-induced faults, the patterns inT also cover stuck-at
faults, shorts, and opens in the ILVs. Table 6 maps the transitions inT to the corresponding faults
covered in adjacent (left and right) ILVs.

7 SHARED-BIST ARCHITECTURE FOR FAULT DETECTION AND LOCALIZATION

7.1 Shared-BIST Architecture

The Shared-BIST architecture is designed to enable both detection and localization of faults in
the ILVs under test. The architecture has two main components: (i) BIST Launch engine and (ii)
BIST Capture engine. The BIST engine tests up to n ILVs concurrently where all ILVs propagate
signal in the same direction (up-going or down-going). Here, n is referred to as the width of the
BIST engine and is typically a power of 2, i.e., n = 2k where k is a non-negative integer. For up-
going (down-going) ILVs traveling from bottom (top) to top (bottom) tier, the BIST Launch is in
the bottom (top) tier and the BIST Capture is in the top (bottom) tier. Without loss of generality,
we focus on up-going ILVs for the rest of the description of the Shared-BIST architecture.
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In BIST Launch, a finite-state machine, referred to as FSM-1, generates the test sequence T .
The FSM-1 block produces two outputs, qi

1 and qi
0, that are tied to the inputs of two delay banks.

The delay bank adds additional delay to the test path through the ILV-under-test for testing SDDs.
The delayed pattern is then passed to the test-mode inputs of 2:1 MUXes feeding alternate up-going
ILVs.

The BIST Capture has 2k selector MUXes tied to the outputs of the up-going ILVs. To mini-
mize area overhead, the Shared-BIST architecture enables multiple ILV buses (or sets) to share one
BIST engine via time-multiplexing. For time-multiplexing the test of multiple ILV sets, the selector
MUXes have at least as many inputs as the number of ILV sets sharing one BIST engine. If there
are m BIST engines and s sets of up-going ILVs, where each set contains at most 2k ILVs, each
selector MUX has at least �s/m� inputs. The outputs of adjacent selector MUXes feed an XOR gate.
For 2k MUXes, there are 2k +1 XOR gates. The left (right) pin of the leftmost (rightmost) XOR gate
is tied to the output of a second FSM block, referred to as FSM-2. The FSM-2 block also generates
the test sequenceT synchronously with FSM-1 but its outputs are directly tied only to the leftmost
and rightmost XOR gates in the BIST Capture engine. The 2k + 1 XOR outputs are also inverted to
produce 2k + 1 XNOR outputs. There are 2k OR gates following the XOR/XNOR layer. The inputs
of each OR gate are tied to the outputs of adjacent XOR/XNOR gates via 2:1 MUXes. The select
signal of these MUXes is driven by FSM-2. If qi

1 ⊕ qi
0 = 1(0), the XOR (XNOR) output is passed to

the OR gate. The outputs of OR gates feed a priority encoder block, referred to as P-ENC, via 2:1
MUXes. Therefore, the P-ENC block has 2k inputs and produces k + 1 outputs.

The least significant bit (LSB) of the P-ENC output bus, PF , indicates if the input bus of P-
ENC contains at least one “0”-carrying bit. The remaining k output bits, collectively called LOC ,
indicate the position of a “0” bit in the 2k -bit input bus of P-ENC in the binary format, considering
the output of the leftmost OR gate as the most significant bit (MSB). For example, for k = 2, the
input bus to the P-ENC has four bits. If the MSB of the input bus is “0”, the P-ENC produces “111”
as the output: PF is “1” and LOC is “11”.

The LOC output of P-ENC feeds a priority decoder, referred to as P-DEC. The P-DEC block has
k inputs and 2k outputs. The outputs are tied to a 2k -bit wide first-in-first-out (FIFO) block of
depth 2. The first (second) stage of the FIFO is referred to as ping (pong) register. The outputs of
P-DEC are connected to the ping register via 2k 2:1 MUXes. The select lines of these MUXes are
driven by a signal REV produced by FSM-2. The 2k parallel outputs of the pong register feed the
select inputs of the 2k 2:1 MUXes at the input of P-ENC. The output bus of the pong register serves
as bypass-select lines. A “0” select-input passes the OR outputs into the P-ENC; a “1” select-input
bypasses the OR outputs to send “1” to the P-ENC. The PF output of P-ENC is fed back to FSM-1
and FSM-2 blocks to generate the next test pattern. Note that a test ILV is added to propagate PF
from BIST Capture in the top tier to FSM-1 in the bottom tier. Figure 12 illustrates the Shared-BIST
architecture for detection and on-chip localization of ILV faults.

The 2k -bit BIST-test bus from ping register to selector MUX inputs enables isolated testing of
the BIST Capture engine. Dedicated flops—SDFF1 and SDFF2—are added to the qi

1 and qi
0 outputs

of the delay bank for isolated testing of BIST Launch. All registers in the Shared-BIST engine are
stitched into a scan chain that enables isolated testing of the Shared-BIST logic, including the test
ILV, in BIST-test mode before using the BIST to test functional ILVs. The selector MUX has m + 2
inputs to switch between ILV sets, BIST-test mode, and functional mode. The select line of the
MUX is driven by an on-chip test controller. In the functional mode when the ILVs are not tested,
the MUX output is tied to a constant value F (F ∈ {0, 1}) to reduce power dissipation by preventing
the BIST Capture logic from switching; the BIST Launch is also frozen by activating the Reset input
to FSM-1.
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Fig. 12. Block diagram of the Shared-BIST architecture.

7.2 Fault Detection and Localization

7.2.1 Pattern Generation using FSM. The output PF of P-ENC indicates if the ILV set under test
“passed” or “failed” the test when a forward pattern transition P i−1 → P i is applied by BIST Launch.
If no fault is detected by the transition, PF = 0; otherwise PF = 1. The location of the detected fault
is indicated by the LOC output of P-ENC. The LOC provides the location of the highest-priority bit
carrying 0 in the input bus of P-ENC, which is the output of the OR layer. As a result, in a single
test cycle, the location of only one 0-carrying bit is returned by P-ENC.

It is possible that the same transition P i−1 → P i detects multiple faults in the ILV set, leading to
multiple 0s being propagated to P-ENC. Therefore, if a fault is detected (i.e., PF = 1) by P i−1 → P i

and its location recorded, the same pattern transition must be re-applied to detect other faults that
cause 0s to propagate to the lower-priority input bits of P-ENC. When the same pattern transition
is re-applied, the FIFO shifts out P-DEC-generated signals to bypass all OR outputs before, and
including, the most-recently localized 0-carrying input of P-ENC. The FIFO has a depth of 2 to
store the LOC values corresponding to the two most-recent pattern transitions.

In order to re-apply P i−1 → P i , the FSM block generates P i−1 after Pi ; this transition sets theREV
signal of P-ENC to 1. The backward transition P i → P i−1 may detect additional fault(s) forcing
PF = 1. However, we disregard the faults detected by a backward transition as it is already covered
by one of the forward transitions in T . Therefore, if PF = 1 and REV = 1 after applying P i−1, the
FSM block next generates P i (and not P i−2) to re-apply the transition P i−1 → P i for potential
detection and localization of other faults. The bypass-select output of P-DEC is also disregarded if
the fault is detected by a backward pattern transition. Hence, REV = 1 bypasses the P-DEC output
and feeds an all-0 input to the ping register.

If PF = 1 and REV = 0, the FSM knows that the detected fault is the result of a forward
pattern transition and therefore, generates a backward transition in order to re-apply the same
forward transition that produced a “fail” earlier. If no fault is detected after applying a pattern
transition (forward or backward), the FSM always generates a forward transition in the next test
cycle.
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Fig. 13. State transition diagram for Mealy machine-based FSM-1 and FSM-2.

If REV = 1 in the present test cycle due to a backward pattern transition in the previous cycle,
REV is reset to 0 in the next cycle as the present cycle is always a forward transition. On the
contrary, if REV = 0 in the present test cycle, it is set to 1 in the next cycle if and only if PF = 1
at the end of the present cycle, which forces a backward transition in the next cycle. Figure 13
illustrates the different state transitions carried out by Mealy machine-based FSM-1 and FSM-2
blocks.

7.2.2 Detection and Localization of Single and Multiple Faults. There are four unique test
patterns—U 1,U 2,U 3, andU4—in T that are applied to the ILVs in a set:

— U 1: all-0s; U 1 corresponds to P4, P8, and P10 in T ;
— U 2: all-1s; U 2 corresponds to P1, P7, P11, and P13 in T ;
— U 3: alternating 1s and 0s with the leftmost ILV receiving 1;U 3 corresponds to P2, P6, and P9

in T ;
— U 4: alternating 0s and 1s with the leftmost ILV receiving 0; U 4 corresponds to P3, P5, and

P12 in T .

When U 1 and U 2 are applied by BIST Launch to the ILVs under test, the OR layer in BIST
Capture gets its inputs from XNOR gates. If no fault is present in the ILVs, the XNOR outputs are
all 1s which, in turn, produce all 1s at the output of the OR layer. Consequently, the PF output of
P-ENC is 0. When U 3 and U 4 are applied by the BIST Launch, the OR layer gets its inputs from
XOR gates. The multiplexing of XOR and XNOR outputs to the OR layer is controlled by the select
signal produced by FSM-2. If no fault is present in the ILVs, the XOR outputs are all 1s which, in
turn, produce all 1s at the output of the OR layer. As a result, PF = 0. Therefore, PF = 0 for a test
pattern P j indicates that no shorts, opens, stuck-at faults, or coupling-induced faults are detected
by the transition P j → P j+1 (1 ≤ j ≤ 12).

Consider four ILVs in an 1D array: I1, I2, I3, and I4 (I1 is the leftmost ILV). Let the corresponding
XOR gates be X1,X2,X3,X4, and X5. Here, X1 is the leftmost XOR gate connected between the qi

0

output of FSM-2 and I1, and X5 is the rightmost XOR gate connected between I4 and the qi
1 output

of FSM-2. The OR gate connected between Xi and Xi+1 (i ∈ {1, 2, 3, 4}) is denoted by Oi .
A short present between adjacent ILVs is detected by U 3 or U 4. Let I2 be shorted to I3. If U 3 is

applied, I1 receives 1, I2 receives 0, I3 receives 1, and I4 receives 0. Due to the short between I2 and
I3, two possible scenarios arise: (A) both I2 and I3 propagate 0 if the logical drive of I2 is stronger
than that of I3; (B) both I2 and I3 propagate 0 if the logical drive of I2 is stronger than that of I3.
In scenario (A), the outputs of X3 and X4 are 0. Therefore, the output of O3 is 0, which generates
PF = 1, thereby indicating the presence of a fault. The location of the short in the 1D ILV array
is indicated by LOC output of P-ENC; LOC = “01′ considering I1 as the MSB of the ILV set under

ACM Journal on Emerging Technologies in Computing Systems, Vol. 18, No. 1, Article 22. Pub. date: November 2021.



22:24 A. Chaudhuri et al.

test. The LOC value is then read into local memory for post-processing. The scenario (B) is also
detected by U3 with the outputs of X2 and X3 being 0. Consequently, the output of O2 is 0, which
generates PF = 1 and LOC = ‘10′. Essentially, LOC points to the location of the highest-priority
input of P-ENC, that is carrying a “0”. Multiple shorts produce multiple 0s in P-ENC’s input bus
when a pattern transition is applied during a test cycle. The P-ENC localizes at most one 0-input
per test cycle; the P-DEC then bypasses the localized input for potential detection and localization
of other lower-priority 0’s produced by the same pattern transition. Similarly, it can be shown that
multiple stuck-at faults and delay faults are detected and localized by the P-ENC/P-DEC pair; the
corresponding pattern transitions in T are given in Table 6.

Note that the output of Oi is generated from the signals propagated by Ii−1, Ii , and Ii+1, where
i ∈ {2, 3}. The output of O1 (O4) is generated from the signals propagated by I1 (I3) and I2 (I4).
Therefore, if the output of the leftmost (rightmost) OR gate is “0”, a fault is detected and localized
to the two leftmost (rightmost) ILVs via P-ENC. If the output of any other OR gate is “0”, the
detected fault is localized to a candidate set of three ILVs.

7.3 Design-Space Exploration for BIST Insertion

7.3.1 Assignment of ILVs to BIST-Capture Engines. After the 2D design is partitioned and placed-
and-routed, the ILVs form the input/output pins of the M3D tiers. Consequently, the ILV locations
(i.e., co-ordinates) are available from the DEF file, which is one of the outputs of the place-and-route
process. The separation between two adjacent ILVs in any bus adheres to the minimum-allowed
interconnect pitch designated by the design rules of the technology node. We divide ILVs, that
propagate signal in the same direction, into two categories based on the information available
after synthesis, tier-partitioning, and place-and-route:

— Paired ILV: The ILVs placed in close vicinity of each other are referred to as paired ILVs. Any
two adjacent ILVs in the same bus are paired ILVs. If the separation between two adjacent
ILV buses is less than or equal to the maximum separation between two ILVs in the same
bus, the rightmost ILV of the left bus and the leftmost ILV of the right bus are paired ILVs.

— Unpaired ILV: If an ILV is not paired, it is considered to be an unpaired ILV.

Paired ILVs belonging to the same pair must be concurrently tested for bridging and coupling-
induced faults by connecting the ILVs to adjacent inputs of the BIST Capture engine. Note that
adjacent inputs of the BIST Capture engine feed an XOR gate that can detect a short or coupling-
induced fault. We form sets of ILVs where each set contains at most n ILVs; here, n is the width of
the BIST Capture engine. All ILVs in a set are tested concurrently by tying to the same Capture
engine. A single BIST Capture engine can test multiple ILV sets, propagating signal in the same
direction, across different test iterations by using the selector MUXes. If one of the ILVs (Im ) in
a pair cannot be accommodated in the same set as that of the other ILV (In ), a second set must
contain both Im and In with both being tied to adjacent inputs of BIST Capture. A set can contain
both paired and unpaired ILVs. For example, let n = 4. Consider four ILV pairs to be present—
(I1, I2), (I2, I3), (I3, I4), and (I4, I5). Consider two unpaired ILVs—I6 and I7. The first set contains
{I1, I2, I3, I4} and the second set contains {I4, I5, I6, I7}. Therefore, the seven ILVs are tested in two
test iterations.

After assigning ILVs to different sets and obtaining the total set count, DSE of the BIST archi-
tecture is carried out prior to BIST insertion in order to balance the trade-off between area and
test-time overheads. The DSE is performed separately for up-going and down-going ILVs as they
will be tested by separate BIST engines. If multiple BIST engines are inserted, more sets of ILVs
can be tested concurrently leading to fewer test iterations. The width of the selector MUX in BIST
Capture is also reduced leading to MUX area savings, but at the cost of increased gate count
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(excluding that of selector MUXes) in the multiple Capture engines. We next describe the DSE
methodology.

7.3.2 Overhead Minimization of BIST Insertion. To determine the optimum number m of n-bit
BIST engines for insertion via DSE, we derive a closed-form expression to evaluate the BIST area
overhead. Let the number of ILV sets (consisting of only up-going or only down-going ILVs) be s .
Let the 2-input NAND-equivalent (NAND2-EQ) gate count of the BIST Capture engine (excluding
the gate count of the selector MUXes) be AC

n . Let the NAND2-EQ gate count of the BIST Launch
engine be AL

n . For m Capture engines and s sets, the required number of test iterations t is: t =
� s

m
�. Therefore, in a given test iteration, the selector MUXes select one out of a maximum of t

input sets. Each selector MUX also has two additional inputs for selecting BIST-test and functional
modes. Hence, the total number of inputs of a selector MUX is t + 2. Setting the input pin count of
selector MUX to the nearest power of 2, the total NAND2-EQ gate count of the n selector MUXes

is n × 2�log2 (t+2)�−1
4 . The area overhead ΔSB (in terms of NAND2-EQ gate count) of the Shared-BIST

architecture withm BIST engines shared by s sets of ILVs is:

ΔSB =m ×
(
AL

n +A
C
n + n ×

2 �log2 (t+2)� − 1

4

)
.

We define the normalized test cost TC of the Shared-BIST architecture as a weighted sum of test-
time and area overheads that are normalized with respect to their corresponding maximums—tmax

and ΔSB,max , respectively—across the different values of m explored. The test cost TC that needs

to be minimized is: TC = α · t
tmax

+ (1 − α ) · ΔS B

ΔS B,max
, where α is the weight allotted to test-time

minimization (0 ≤ α ≤ 1).
Among the explored values of m, the value producing the minimum TC is selected as the opti-

mum number of BIST engines to be inserted for testing the corresponding ILV sets. Note that we
obtain two values of m—mu and md —after carrying out DSE separately for up-going and down-
going ILVs, respectively. Therefore, the total number of BIST engines inserted in the M3D design is
mu +md . The search space for DSE of an n-bit wide BIST architecture is bounded as: 1 ≤ mu ≤ su

and 1 ≤ md ≤ sd , where su (sd ) is the number of sets of up-going (down-going) ILVs. Note that all
BIST engines are n-bit wide, irrespective of up-going or down-going ILVs.

The DSE is carried out for different values of n (n ≥ 2). The value of n yielding the minimum
combined test cost for up-going and down-going ILVs is selected. Here, n is set to be a power of 2,
i.e., n = 2k (k is a positive integer), and n ≤ nB where nB is the maximum bus width in the M3D
design. As a result, the worst-case time complexity of the search is O (lognB · (su + sd )).

7.4 Delay Bank Design

To test for a wider range of resistive or small-delay defects (SDDs) in ILVs, additional delay
stages are added to the ILV inputs, as discussed in Section 5. These delay stages constitute the
delay bank in BIST Launch. The test-path delay Δtp of an ILV equals the flop-to-flop propagation
delay of the datapath through the ILV in the test mode; a test path starts at the flop outputs of
FSM-1 in BIST Launch and ends at the output of the P-ENC in BIST Capture. The test-path delays
of all ILVs are approximately equal. Let the delay of the critical functional path through an ILV Ii
be Δf p,i . If Δf p,i > Δtp , an additional delay of (Δf p,i − Δtp ) needs to be added to the input of Ii
for SDD testing; the addition of the delay stage to match test-path and functional-path (critical)
delays is referred to as delay equalization. If Δf p,i ≤ Δtp , delay equalization is not required for Ii .

As the ILV count in a block-level partitioned M3D design is typically in the order of thousands,
such a high number of delay stages will introduce a prohibitively large area overhead. Therefore,
we present a clustering-based approach to select M delay stages for delay equalization of N ILVs,
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where M << N . The N ILVs are clustered into M clusters based on the (Δf p,i − Δtp ) values of
the ILVs (1 ≤ i ≤ N ); the information on functional-path slack is available after place-and-route.
After clustering, the largest delay (Δ∗

f p,i
−Δtp ) in a clusterCj (1 ≤ j ≤ M) is conservatively added

to the inputs of all ILVs in Cj for preventing test escape of SDDs. Here, Δ∗
f p,i

is the functional-

path delay of the centroid ILV of Cj . As a result, all ILVs in Cj , except the ILV with the highest
(Δf p,i − Δtp ), are being aggressively tested as their new test-path delays (after delay addition)
exceed their functional-path delays. Aggressive testing of Ii can potentially lead to yield loss, YLi ,
which is quantified as:

YLi =

∫ sf p,i

s ′tp,i

F (z)dz,

where F (z) is the probability density function of defect size z, s ′tp,i = Tclk − Δ′tp,i , Tclk is the

functional clock period, Δ′tp,i is the new test-path delay, and sf p,i = Tclk −Δf p,i . During aggressive

at-speed testing of Ii , the functional-path slack sf p,i is higher than the new test-path slack s ′tp,i .

Therefore, an SDD whose (delay) size is smaller than sf p,i but larger than s ′tp,i will be detected by

the BIST and the chip is flagged as faulty. However, such an SDD is actually benign to the chip’s
functionality because the delay introduced by the SDD is smaller than sf p,i . Consequently, the
SDD-induced error cannot propagate to a flop in the design. This results in more chips getting
unnecessarily marked as faulty leading to increased yield loss.

The objective of clustering is to select M clusters such that the yield loss YL associated with
SDD testing of ILVs is minimized. Let the functional-path slack of the centroid ILV of cluster Cj

be s j

f p
. Let the variable βi, j indicate whether ILV Ii is in clusterCj . If Ii is inCj , βi, j = 1; otherwise

βi, j = 0. Let YLj
i denote the yield loss associated with SDD testing of Ii in Cj : YL

j
i =

∫ sf p,i

s
j

f p

F (z)dz.

The objective of clustering can therefore be expressed as:

min
βi, j

YL =
M∑

j=1

N∑
i=1

βi, j · YLj
i

s.t.

M∑
j=1

βi, j = 1

.

We have adopted the heuristic clustering algorithm for delay-stage selection from K-means clus-
tering [23] with modifications to the “distance” function and the policy of updating centroids.
In any given iteration of clustering, the distance L between an ILV Im and a centroid ILV In
(1 ≤ m,n ≤ N ) is calculated as: L(sf p,m , sf p,n ) =

∫ smax

smin
F (z)dz, where smin = min(sf p,m , sf p,n ) and

smax = max(sf p,m , sf p,n ). Following the distance-driven assignment of ILVs to M clusters, the cen-
troid update takes place to select new centroid ILVs before the next iteration of clustering begins.
For a clusterCj , the ILV having the minimum functional-path slack (or maximum functional-path
delay) among all ILVs in Cj is selected as the new centroid of Cj . The exit conditions of the algo-
rithm are: (i) centroids remain the same after centroid-update, (ii) YL increases as a result of the
current iteration, and (iii) maximum-allowed iteration count B is reached. Figure 14 describes the
pseudo-code of the clustering algorithm, which is implemented in Python. The worst-case time
complexity of the algorithm is O (B · N ·M ).

8 EXPERIMENTAL RESULTS

8.1 Detection of Hard and Resistive Faults with Dual-BIST

We evaluated the detection of resistive faults through HSPICE simulations using the Nangate 45
nm open-cell library. Our test-bench consists of a representative set of 11 ILVs to demonstrate the
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Fig. 14. Pseudo-code for the implementation of clustering-based delay selection.

functionality of the proposed BIST architecture via integration with the SPICE models of the ILVs.
We considered three test clock frequencies—500 MHz, 1 GHz, and 2 GHz—and a power supply
voltage of 1 V.

Four scenarios (I–IV) were chosen to validate the effectiveness of our enhanced Dual-BIST so-
lution. Scenario I is the fault-free scenario; Scenario II contains two hard shorts (3 Ω) between
adjacent ILVs of two distinct pairs; Scenario III contains two hard opens (1 MΩ) in two distinct
ILVs; and Scenario IV contains a resistive short (5 KΩ) and a resistive open (20 KΩ) in two distinct
ILVs. The signatures Y1 and Y2 are captured at the rising edge of the second clock cycle. The test
clock frequency is 2 GHz. Figure 15 shows that an error is detected for each multiple-fault scenario.

Table 7(a) shows the minimum detectable resistive open (Ro,min ) for different buffer sizes and
clock frequencies (0.5 GHz, 1 GHz, and 2 GHz). The results confirm that for all three clock frequen-
cies, the detection range of resistive opens increases with the decrease in transistor widths of the
buffer—we are able to detect a resistive open as small as 25 KΩ with a clock frequency of 2 GHz.
The impact of buffer size on the maximum detectable resistive short (RS ) is presented in Table 7(b).
The range of detectable shorts is independent of the clock frequency, and it expands with a de-
crease in buffer size. Hence, we are able to detect a resistive short as large as 12 KΩ. The transistor
lengths are fixed at 50 nm for both open- and short- detection experiments. The maximum lengths
of appropriately-sized inverter chains in the input segment that provided detection at 0.5 GHz, 1
GHz, and 2 GHz were 21, 16, and 12, respectively.

8.2 Design and Synthesis Flow of BIST-inserted M3D IC

We evaluated the impact of BIST on the power-performance-area (PPA) metrics of four M3D
benchmarks; see Table 8. Synthesis was performed using the Nangate 45 nm library. Figure 16
shows the integrated M3D design flow based on Shrunk-2D [38], which is used to synthesize and
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Fig. 15. Detection results for multiple-fault scenarios using Dual-BIST.

Fig. 16. Integration of Shared-BIST insertion with M3D design flow.

Table 7. Impact of Buffer (and Buffer Sizing) on (a) Resistive Open Detection and
(b) Resistive Short Detection

(a)
Frequency Width (μm/μm) Ro,min

(GHz) (PMOS/NMOS) (KΩ)

Without buffer 118
0.5 2/1 112

1/0.5 110
Without buffer 56

1 2/1 54
1/0.5 52

Without buffer 29
2 2/1 26

1/0.5 25

(b)
Width (μm/μm) RS

(PMOS/NMOS) (KΩ)

Without buffer 0.13
1/0.5 0.9

0.5/0.25 1.8
0.2/0.1 5
0.1/0.05 12

Table 8. Block-level Partitioned M3D Benchmarks used for SDQL Evaluation
and PPA Comparison

Benchmark Operational frequency (MHz) Footprint (μm × μm) Gate count ILV count
AES-128 [1] 482.4 370 × 370 120,352 400

AVC-Nova [1] 144.1 500 × 500 148,410 316
Rocketcore (I) [1] 130.7 770 × 770 330,385 1,073
Rocketcore (II) [1] 110.7 770 × 770 300,227 1,062
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Table 9. PPA Comparison of 2D and M3D N-BI Designs

Circuit Metric 2D M3D N-BI Δ (%)

AES-128

Gate count 121,190 120,352 −0.69

Cell area (μm2) 168,878.61 167,662.73 −0.71
Wirelength (m) 2.01 1.94 −3.54

t cr it
pd

(ns) 2.02 2.07 2.71

Functional power (mW) 55.26 48.25 −12.69

AVC-Nova

Gate count 149,892 148,410 −0.98

Cell area (μm2) 275,495.14 273,982.13 −0.54
Wirelength (m) 4.16 3.98 −4.44

t cr it
pd

(ns) 7.24 6.94 −4.34

Functional power (mW) 25.11 24.30 −3.2

Rocketcore (I)

Gate count 330,890 330,385 −0.15

Cell area (μm2) 732,398.55 732,287.36 −0.01
Wirelength (m) 7.64 7.63456699 −0.12

t cr it
pd

(ns) 6.55 7.65 14.36

Functional power (mW) 80.27 78.14 −2.65

Rocketcore (II)

Gate count 302,665 300,227 −0.8

Cell area (μm2) 703,531.69 702,213.93 −0.18
Wirelength (m) 7.29 7.29 0

t cr it
pd

(ns) 8.81 9.03 2.46

Functional power (mW) 74.22 64.59 −12.97

implement the BIST-inserted benchmark designs. First, we start with a block-level netlist and
Shrunk-2D technology files. Before the M3D design stage, we pre-place blocks/partitions in the
corresponding tiers and perform place-and-route (P&R) in normal 2D fashion. Then, we extract
library (LIB) and library exchange format (LEF) files of pre-designed blocks for M3D design
stage.

We consider two major factors, i.e., the design hierarchy and area balancing while doing block
partitioning. Considering the design hierarchy, we have grouped logic blocks having large num-
ber of connections between them and assigned them in the same partition; therefore, they can be
placed close together. Moreover, in tier partitioning, area balancing is the one of key steps used
to improve the performance of overall design. Therefore, we generated the area report of the syn-
thesized netlist for area-balanced block and tier partitioning as well. It is clear that partitioning
affects the performance of design and the number of ILVs. The two Rocketcore designs in Table 8
use different partitions, resulting in different numbers of ILVs and different operating frequencies.

In M3D design stage, we conduct Shrunk-2D P&R which cells are half-sized. From Shrunk-2D

design, we blow-up cells to their original sizes and partition them into top and bottom tiers. When
all cells are well-partitioned into corresponding tiers, we insert ILVs, which connect top and bottom
tiers. Finally, we generate M3D netlist set, which contains the netlists of top-level M3D design,
top tier design and bottom tier design for BIST insertion. Table 9 analyzes the PPA of 2D and
M3D non-BISTed (N-BI) designs. The critical-path delay is denoted by tcr it

pd
. The M3D designs

achieve significant reduction in cell area, wirelength, and power consumption compared to their
2D counterparts.

In BIST-inserted design stage, we insert BIST circuitry for ILV testing. For both Dual-BIST and
Shared-BIST insertion, the ILV sets are formed based on the proximity information that is obtained
from the DEF file. The width of the Dual-BIST engine is set to 16 bits, i.e., a maximum of 16 ILVs
can be tested concurrently by a single engine. Assuming the probability of fault occurrence to be
0.01 for ILVs and BIST logic, the fault-masking probability (P[S3 ∩ M3]) for a 16-bit wide Dual-
BIST engine is ∼ 2.7 × 10−4. The number of Dual-BIST engines inserted equals the total number
of up-going and down-going ILV sets.
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Fig. 17. DSE for area-time co-optimization of: (a) AES-128 (sd = 9, su = 17), (b) AVC-Nova (sd = 14, su = 7),
(c) Rocketcore (I) (sd = 32, su = 36), and (d) Rocketcore (II) (sd = 32, su = 35).

Table 10. Maximum Operating Frequency
for Shared-BIST

Engine width (bits) Maximum test frequency (MHz)

8 787
16 502
32 263
64 137
128 77

To enable at-speed testing with Shared-BIST, DSE can be carried out to select the Shared-BIST
configuration with a maximum operating frequency that exceeds the functional clock frequency
of the M3D design. Table 10 presents the maximum Shared-BIST frequency as the width of the
BIST-capture engine is increased, i.e., more ILVs tested concurrently by an engine. Given that the
functional clock frequency is below 500 MHz for all four of our synthesized M3D benchmarks, we
select the 16-bit wide Shared-BIST for insertion as its maximum operating frequency is 502 MHz.

For Shared-BIST insertion, the DSE for up-going and down-going ILV sets is carried out to
select the optimal Shared-BIST configuration for insertion such that the normalized test costTC is
minimized. Figure 17 shows the DSE plots for selecting the optimum number of 16-bit wide Shared-
BIST engines (md +mu ) to be inserted in AES-128, AVC-Nova, and Rocketcore, with the objective
of co-optimizing area and test-time overheads. Note that the DSE search space for Rocketcore (I)
and (II) are identical. The x-coordinate corresponding to the minima in a DSE curve indicates the
engine count that minimizes TC . The values of md (mu ) for AES-128, AVC-Nova, Rocketcore (I),
and Rocketcore (II) are 3 (3), 3 (4), 6 (6), and 6 (6), respectively. The delay bank is then designed
using the critical-path slack information of ILVs, and integrated with the BIST Launch engine. The
finalized BIST Capture engines for up-going (down-going) ILVs are inserted in the top (bottom)
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Fig. 18. BISTed Rocketcore layouts.

tier and the BIST Launch engines for up-going (down-going) ILVs are inserted in the bottom (top)
tier.

After the BIST insertion, we place the BIST logic in the corresponding tiers and perform tier-
by-tier routing to finalize the BIST-inserted (BISTed) M3D design. The pin locations (i.e., ILVs) of
the two tiers are constrained to remain unchanged during the post BIST-insertion P&R. Figure 18
illustrates the BIST-inserted layouts of Rocketcore (I).

8.3 Overhead for BIST

The 16-bit Dual-BIST and Shared-BIST architectures are inserted for testing 384, 288, and 1056
ILVs in AES-128, AVC-Nova, and Rocketcore (I and II), respectively. The BIST launch and capture
engines are inserted in a non-intrusive manner and they do not affect the logical behavior of the
original circuit. The MUX at the ILV input switches between the functional path and the connection
to the BIST-launch engine. The ILV output is tapped and connected to the input of the BIST-capture
engine. As a result, the BIST logic does not interfere with the original netlist logic.
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We analyze the impact on PPA of N-BI M3D designs due to the insertion of: (i) a baseline DfT
scheme, (ii) Dual-BIST, (iii) area-optimized Shared-BIST, and (iv) area-time co-optimized Shared-
BIST. The baseline DfT scheme is based on the IEEE 1838 3D test standard where dedicated launch
flops (control points) and capture flops (observation points) are added to those input or output
ends of ILVs that are not connected to any functional flop [35]. If the input or output end of an
ILV is already connected to a functional flop, the baseline DfT considers the functional flop to be
a “shared flop” and does not add a dedicated flop for ILV test. Note that, unlike Shared-BIST, the
baseline DfT scheme does not employ on-chip logic for fault localization. In baseline DfT, the test
response from ILV testing must be scanned out and processed off-chip for debug and diagnosis.

The objective of area-optimized Shared-BIST insertion is to minimize the area overhead of the
inserted Shared-BIST circuitry. We set α = 0 in the expression for test cost TC (see Section 7.3) to
obtain the optimum number of Shared-BIST engines to be inserted in each tier. For all four designs,
area-optimized Shared-BIST scheme inserted one BIST engine per tier. The number of Shared-BIST
engines inserted as a result of area-time co-optimization (α = 0.5) is the same as the ones obtained
via the DSE discussed in Section 8.2. Table 11 presents the overhead comparison between baseline
DfT and the three BIST schemes. The overhead Δ for a PPA metric is calculated as the percentage
change in the metric when a test architecture is inserted in the N-BI M3D design. The impact of
test-logic insertion on circuit timing is measured as the change in the critical-path delay (tcr it

pd
) of

the original circuit. The test power refers to the power consumption in the test mode when only
test logic is switching; the increase (Δ) in test power consumption over N-BI design is given in mW.
Note that the test power is not indicated for baseline DfT and Dual-BIST schemes as the test logic
cannot be turned off in the functional mode. Hence, the functional powers reported for baseline
DfT and Dual-BIST schemes include the switching power consumption of both functional and
test logic. On the contrary, the functional powers reported for the Shared-BIST schemes indicate
the switching power consumption of the functional logic only as the Shared-BIST is turned off in
the functional mode; the test powers indicate the switching power consumption of the BIST logic
only in test mode. The PPA analysis includes the MUXes inserted as part of the BIST-launch and
BIST-capture engines.

Owing to single engines inserted per M3D tier, the cell area and test power overheads of area-
optimized Shared-BIST are generally lower than that of Dual-BIST and area-time co-optimized
Shared-BIST. The functional power and wirelength overheads of both Shared-BIST schemes are
comparable and are significantly lower than Dual-BIST. This is because the number of BIST en-
gines inserted is higher for Dual-BIST, followed by area-time co-optimized Shared-BIST and area-
optimized Shared-BIST. For this very reason, the timing impact (measured as the change in tcr it

pd
) of

Dual-BIST is worse compared to the Shared-BIST schemes. The timing impact is generally higher
due to increased routing congestion and increased gate count. The small number of BIST engines
shared by all the ILVs in area-optimized Shared-BIST leads to routing congestion, whereas the large
number of Dual-BIST engines increases the gate count. The number of engines inserted via area-
time Shared-BIST scheme is smaller than that of Dual-BIST but higher than that of area-optimized
Shared-BIST. As a result, area-time co-optimized Shared-BIST leads to the least timing impact as it
tends to reach the optimal point in the trade-off between gate count and routing congestion. The
timing degradation due to area-time co-optimized Shared-BIST is ∼10–13% for AES and Rocket-
core (I) and as low as 0.4% for Rocketcore (II). The BIST power consumption is less than 3.5% of
the functional power consumption. Therefore, the power consumption of BIST does not exceed
the power budget of the M3D IC.

For the larger Rocketcore designs, the area, wirelength, and power consumption overheads of
Shared-BIST are significantly lower than that of the baseline DfT scheme. The timing impact is
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Table 11. Impact of Baseline DfT, Dual-BIST, and Shared-BIST (SBIST) on PPA of M3D N-BI Designs

Circuit Metric N-BI
Baseline Dual-BIST SBIST (area) SBIST (area-time)

Δ (%) Δ (%) Δ (%) Δ (%)

AES-128

Gate count 120,352 0.46 1.87 1.07 1.92

Cell area (μm2) 167,662.73 1.07 1.84 1.29 2.38
Wirelength (m) 1.94 0.44 8.69 5.97 4.55

t cr it
pd

(ns) 2.07 4.94 116.05 34.10 13.29

Functional power (mW) 48.25 48.14 15.02 8.45 9.02
Test power (mW) 0 - - 1.44 mW 1.78 mW

AVC-Nova

Gate count 148,410 0.71 1.14 0.75 1.79

Cell area (μm2) 273,982.13 1.24 0.84 0.68 1.64
Wirelength (m) 3.98 0.68 1.17 1.8 1.83

t cr it
pd

(ns) 6.94 8.78 15.84 1.74 1.64

Functional power (mW) 24.3 1.66 5.53 −25.15 −24.24
Test power (mW) 0 - - 0.26 mW 0.44 mW

Rocketcore (I)

Gate count 330,385 1.29 1.87 0.76 1.58

Cell area (μm2) 732,287.36 1.86 1.16 0.56 1.24
Wirelength (m) 7.63 5 7.33 13.66 4.36

t cr it
pd

(ns) 7.65 12.75 55.47 124.8 10.76

Functional power (mW) 78.14 1.83 1.89 1.41 1.28
Test power (mW) 0 - - 1.20 mW 0.91 mW

Rocketcore (II)

Gate count 300,227 1.41 2.06 0.83 1.74

Cell area (μm2) 702,213.93 1.92 1.21 0.58 1.29
Wirelength (m) 7.29 5.28 8.09 6.43 4.48

t cr it
pd

(ns) 9.03 −0.29 42.01 20.03 0.42

Functional power (mW) 64.59 1.83 1.83 0.63 1.24
Test power (mW) 0 - - 0.65 mW 0.78 mW

comparable for baseline and Shared-BIST schemes across the four designs as both schemes add fan-
out loads to almost every ILV for reading the signals propagated by them for potential fault detec-
tion. Despite the added functionalities of on-chip fault localization and testing coupling-induced
faults, the overall impact of Shared-BIST on the PPA is lower than that of baseline DfT and Dual-
BIST schemes.

Currently, we fix or constrain all ILV locations so that the shift in ILV locations during post
BIST-insertion P&R does not lead to new short possibilities and the inserted BIST remains fully
effective. The timing overhead of Shared-BIST can be mitigated by not constraining selected ILVs
whose shift in location does not generate new possibilities of shorts. Such a mitigation technique
will involve multiple iterations of physical-design optimization and BIST insertions to help recover
a significant portion of the affected timing. To further reduce the impact on timing, inductive fault
analysis can be carried out in order to insert BIST only on those ILVs that are in functionally critical
regions of the IC and are relatively more susceptible to defects and parametric variations.

9 CONCLUSION

We have presented a low-cost XOR-BIST architecture that requires only two test patterns to de-
tect opens, stuck-at faults, and bridging faults (shorts) in ILVs. We have extended XOR-BIST to
the Dual-BIST architecture to minimize ILV fault masking due to multiple BIST faults. We have in-
vestigated the impact of coupling between adjacent ILVs in block-level partitioned designs. Based
on the analysis, we have presented the Shared-BIST architecture enabled with the functionality
of detecting and localizing single and multiple faults, including coupling-induced faults. We have
also presented a clustering-based methodology for designing a delay bank, as a component of the
Shared-BIST Launch engine, for testing SDDs in ILVs. Evaluation of PPA for four two-tier M3D
benchmarks show the effectiveness of the proposed BIST solutions.
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A APPENDIX

We present below theorems and proofs that highlight the fault detection properties of the proposed
BIST approach.

Theorem 1. A set of ILVs contains no hard faults if and only if Y1 is 1 in both clock cycles.

Proof. If Y1 is 1 in both the clock cycles, it implies that all the XOR outputs must be 1 in these
two cycles. This implies that every XOR gate gets opposite values at its two inputs. Therefore, there
is no hard short present between adjacent pair(s) of ILVs. If an ILV is stuck-at-d (s/d,d ∈ {0,1}), the
XOR output will flip to 0 in the input cycle when the adjacent ILV is given d as input, which will
force Y1 to 0. If the ILV contains a hard open, the ILV output will be held at d for both cycles; this
causes the XOR output to be 0 in the input cycle when the adjacent ILV is given d as input, which
forces Y1 to 0. Therefore, if Y1 is 1 in both cycles, no hard faults are present in the ILVs. We next
prove the “only if” part of the theorem. If Y1 is 0 in either one or both cycles, we can infer that
at least one of the XOR outputs is 0 in each cycle. If a hard short is present, it will force Y1 to 0
in both cycles. If there is a stuck-at fault or hard open, Y1 will be 0 in either of the two cycles, as
explained earlier. If multiple concurrent faults are present, they will also be detected since their
effects propagate through the XOR present between every adjacent ILV pair to Y1 in a mutually
exclusive manner; a hard short will force Y1 to 0 in both cycles and a hard open or stuck-at fault
will force Y1 to 0 in one of the cycles, irrespective of the presence of other faults. �

Theorem 2. The ILVs under test and the Dual-BIST engine are fault-free if and only if Y1 = 1 and

Y2 = 0 in both cycles.

Proof. We present the proof by explicitly enumerating all possible scenarios. Consider the case
where Y1 = 0 in either or both cycles. This observation implies at least one of the following three
scenarios: (i) two or more ILVs are shorted; (ii) there is a stuck-at-0 fault in either BIST-A or BIST-
B; and (iii) one or more ILVs are either stuck-at-0/stuck-at-1 or have an open fault. It is clear that
all the above cases are indicative of faults in the ILVs and/or the Dual-BIST architecture. Next we
consider the case where Y1 = 1 in both the cycles. Let us take any two neighbouring ILVs, say
V1 and V2. Suppose V1 and V2 are the two inputs to the XOR gate and its counterpart XNOR gate
denoted by X1 and XN1, respectively. The possible events that can give rise to this scenario are as
follows:

— Event I:V1 andV2 are shorted (or both are s/d; d ∈ {0, 1}); there is a node s/1 in the path from
X1’s output to Y1. This implies that BIST-A is faulty and it masks the short between V1 and
V2.

— Event II: V1 (V2) is s/d . This implies that BIST-A is faulty since the other input of X1, namely,
V2 (V1) is s/d̄ .

— Event III: V1 is s/d and V2 is s/d̄ . Therefore, the two inputs of X1 and XN1 are s/d and s/d̄ ,
respectively.

— Event IV: BIST-A is fault free; V1 and V2 are fault free.

If Event I occurs, error detection is provided by Y2. Since there is a fault in BIST-A, BIST-B is fault-
free based on our single fault assumption for BIST. Hence, the short will produce a 1 at XN1’s
output and Y2 = 1 in both cycles. Thus, Y1.Y2 = 1 in both cycles. If Event II occurs, error detection
is provided by Y2 again. Similar to the previous case, BIST-B is fault-free due to the single fault
assumption. The open/stuck-at will produce a 1 atXN1’s output and Y2 = 1 in the two cycles since
V2 (V1) will toggle with the applied input pattern despiteV1 (V2) being unchanged. Thus, Y1.Y2 = 1
in the two cycles. For the analysis of Event III, considerV0 andV3 to be the ILVs adjacent toV1 and
V2 respectively. If the ILVs are fault-free, they can propagate the effect of open/stuck-at faults. In
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Event IV, BIST-A is fault-free, thus we can consider a single fault in BIST-B. Event IV may arise in
two possible scenarios:

— Any node in BIST-B is s/1, hence Y2 = 1 in both cycles. Therefore, Y1.Y2 = 1 in both cycles.
— BIST-B contains either no fault or a s/0 fault, and thusY2 = 0 in both cycles. No fault masking

occurs since V1 and V2 are fault-free.

This proves that the ILVs and BIST are fault-free if and only if Y1 = 1 and Y2 = 0 in both cycles.
Thus, we can detect ILV faults in the presence of a single BIST fault. �

Theorem 3. The number of test patterns (both necessary and sufficient) required to detect all pos-

sible coupling-induced faults (based on the MAF model) in a 1D ILV array is 13.

Proof. To obtain the minimum number of test patterns in the sequence, we count the minimum
number of signal transitions to force on either or both left and right ILVs in an adjacent ILV-pair.
The number of ways in which the signal on the left ILV undergoes transition (rise or fall), while
the right ILV carries a fixed logic value (0 or 1) are 2 × 2 = 4. The number of ways in which
the signal on the right ILV undergoes transition, while the left ILV carries a fixed logic value are
2×2 = 4. The number of ways in which signals on both left and right ILVs undergo transition (rise
or fall) simultaneously is 2 × 2 = 4. Therefore, 12 transitions, i.e., 13 test patterns, are necessary
and sufficient to cover all possible coupling-induced faults in the 1D ILV array. �
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