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a b s t r a c t 

Recent studies have shown that embedded DRAM (eDRAM) is a promising approach for 3D stacked last- 

level caches (LLCs) rather than SRAM due to its advantages over SRAM; (i) eDRAM occupies less area than 

SRAM due to its smaller bit cell size; and (ii) eDRAM has much less leakage power and access energy 

than SRAM, since it has much smaller number of transistors than SRAM. However, different from SRAM 

cells, eDRAM cells should be refreshed periodically in order to retain the data. Since refresh operations 

consume noticeable amount of energy, it is important to adopt appropriate refresh interval, which is 

highly dependent on the temperature. However, the conventional refresh method assumes the worst-case 

temperature for all eDRAM stacked cache banks, resulting in unnecessarily frequent refresh operations. 

In this paper, we propose a novel temperature-aware refresh scheme for 3D stacked eDRAM caches. Our 

proposed scheme dynamically changes refresh interval depending on the temperature of eDRAM stacked 

last-level cache (LLC). Compared to the conventional refresh method, our proposed scheme reduces the 

number of refresh operations of the eDRAM stacked LLC by 28.5% (on 32 MB eDRAM LLC), on average, 

with small area overhead. Consequently, our proposed scheme reduces the overall eDRAM LLC energy 

consumption by 12.5% (on 32 MB eDRAM LLC), on average. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

As the process technology scales down, microprocessor perfor-

mance improves dramatically, especially due to the reduced gate

delay. However, the wire delay is not much reduced compared to

the gate delay, since it is more affected by wire length. Among

components in a microprocessor, caches occupy the largest area

since microprocessors have multi-megabyte last-level cache (LLC).

The large cache area leads to long wire delay that accounts for a

substantial portion of cache access time [6] . To alleviate the long

wire delay, many studies have proposed 3D microprocessor design

which uses vertical interconnection by through-silicon-vias (TSVs)

between dies [23–25] . 

There are two representative 3D microprocessor design alter-

natives [23] : (i) cache-on-core and (ii) core-on-core. In the case

of cache-on-core 3D microprocessor design, LLC dies are vertically

stacked on top of the CPU core die. Since TSV-based 3D intercon-

nection provides shorter wire length than 2D wire interconnection,
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t reduces the cache access time of cache-on-core 3D microproces-

ors significantly, compared to conventional 2D microprocessors. In

he case of core-on-core 3D microprocessor design, each die con-

ists of functional blocks of a CPU core as well as a fragment of

LC. In each die, the functional blocks and the fragment of LLC are

onnected by 2D wire interconnection. In order to improve per-

ormance, functional blocks (such as arithmetic units, register file,

nd etc.) are split into each die. Furthermore, the functional blocks

ar from each other in the 2D microprocessor design are connected

ertically to improve performance [17] . However, the performance

mprovement of core-on-core 3D microprocessors is insignificant

ompared to that of cache-on-core 3D microprocessors, since the

ire delay reduction between functional blocks is not so large

ompared to that in the case of cache access [16] . In addition,

ore-on-core 3D microprocessor design is more likely to face ther-

al problem than cache-on-core 3D microprocessor design, since

ertically stacked functional blocks are much hotter than vertically

tacked caches [18,20] . Note that the increased power density of

D microprocessors causes higher on-chip temperature [28] . Thus,

any recent studies have focused on cache-on-core 3D micropro-

essor design [1,5,24,25] . 

In conventional 2D microprocessors, most caches consist of

RAM cells to provide high performance. However, the high

http://dx.doi.org/10.1016/j.micpro.2016.01.010
http://www.ScienceDirect.com
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Fig. 1. 3D microprocessor design with eDRAM stacked caches.(Note that this repre- 

sents a cache-on-core 3D microprocessor design). 
erformance comes at the expense of large area and high leakage

ower. Especially, among components in the conventional 2D mi-

roprocessor, SRAM based LLC has the largest area and the highest

eakage power due to its large capacity. To alleviate large area and

igh leakage power of SRAM based LLC, many studies have pro-

osed embedded DRAM (eDRAM) based LLC [5,13,34] . Compared to

RAM cells, eDRAM cells have smaller area and less leakage power,

ince they consist of less number of transistors than SRAM cells.

ence, recent studies have shown that using eDRAM stacked LLC

s a promising approach for 3D microprocessors rather than using

RAM stacked LLC [5,34] . 

Different from the SRAM cells, eDRAM cells need to be re-

reshed periodically to preserve their data. The eDRAM cell

etention time (the maximum time the stored data can be retained

ithout any refresh operation) varies depending on temperature

32] . As eDRAM cell temperature gets higher, its leakage current

lso increases. Eventually, the eDRAM cell needs more frequent

efresh operations to preserve its data. 

With the conventional refresh method, all eDRAM stacked

ache banks are refreshed once every predefined constant refresh

nterval (the period between the beginnings of two successive

efresh operations), which ensures the data integrity even at the

ighest operating temperature. In fact, the eDRAM stacked cache

anks under lower temperature can retain their data with longer

efresh interval than the predefined constant refresh interval.

n other words, the conventional refresh method causes a lot

f unnecessary refresh operations for the eDRAM stacked cache

anks under low temperature. Such unnecessary refresh operations

ventually result in energy/performance loss. 

In practice, recent low-power DRAM chips (which are used

or main memory systems) adopt a temperature-aware refresh

ethod, which is called Temperature Compensate Self Refresh

TCSR) [38] . The TCSR changes the refresh interval of the DRAM

hip depending on temperature of the whole DRAM chip. However,

he TCSR cannot reduce refresh overhead significantly, since the

CSR does not have fine-grained temperature-aware refresh inter-

als; it has only a few (two or four) refresh intervals depending on

emperature of whole DRAM chip. Compared to DRAM chips (for

ain memory systems), eDRAM stacked caches must have higher

eak temperature in runtime due to the impact of 3D stacking on

eat radiation ability. According to the temperature analysis of a

ecent computer system [36] , the peak temperature of the DRAM

hip is below 60 °C. However, the peak temperature of the CPU

ore is nearby 80 °C. Assuming that the eDRAM stacked caches

re applied to the system, they have much higher peak temper-

ture than DRAM chips. In addition, eDRAM stacked caches have

 considerable spatial temperature variation across eDRAM cache

anks, since each eDRAM cache bank has different heat radiation

bility depending on distance from the heat spreader. In order to

ffectively reduce refresh overhead of eDRAM stacked caches, we

hould adopt more fine-grained temperature-aware refresh inter-

als. Moreover, to further reduce refresh overhead, we should vary

efresh intervals of eDRAM cache banks depending on temperature

f each cache bank. However, since the TCSR does not use fine-

rained temperature-aware refresh intervals and does not apply

ifferent refresh intervals to different banks, it is not appropriate

or reducing refresh overhead of eDRAM stacked caches. 

In this paper, we analyze the retention time of eDRAM stacked

ache banks depending on temperature. Since temperature of each

DRAM stacked cache bank varies, the retention time can be dif-

erent for different cache banks. Note that an eDRAM cell under

ower temperature retains its data much longer without any re-

resh operation. Considering the different retention time of eDRAM

tacked cache banks due to temperature changes, we propose a

ovel temperature-aware refresh scheme for 3D stacked eDRAM

aches. We use thermal sensors for detecting temperature of each
ache bank. Depending on temperature from thermal sensors, the

cheme proposed in this paper applies temperature-aware re-

resh interval to eDRAM LLC. In addition, our scheme dynamically

hanges the refresh interval, depending on run-time temperature.

s a result, our scheme significantly reduces the number of refresh

perations. 

The rest of this paper is organized as follows. In Section 2 ,

e present motivational study why the temperature should be

onsidered in the 3D stacked eDRAM caches. In Section 3 , we

resent a review of related works. In Section 4 , we propose a novel

emperature-aware refresh scheme. In Section 5 , we provide our

valuation methodology and evaluation results, in the perspective

f temperature, refresh interval, number refresh operations, and

nergy consumption. Lastly, we conclude our paper and discuss fu-

ure work in Section 6 . 

. Motivation 

The thermal problem is more serious in 3D microprocessors

han in 2D microprocessors due to the following reasons: 

(1) Temperature of each die is likely to increase along with

the distance from heat spreader, since the die far from the

heat spreader has low heat radiation ability. For example, in

Fig. 1 , the die in layer 4 has lower heat radiation ability than

that in layer 1. 

(2) Temperature of each die is affected by temperature of ad-

jacent dies. For example, in Fig. 1 , when the die in layer 2

becomes hot, the adjacent dies (layer 1 and layer 3) are also

heated up. 

Fig. 2 (a)–(c) show thermal maps of 8 MB (1-die), 16 MB (2-die

tacked), and 32 MB (4-die stacked) eDRAM stacked LLC, respec-

ively; note that the L2 cache is used for the LLC in our paper. Each

ache die is 8 MB eDRAM cache composed of eight 1 MB eDRAM

ache banks. As shown in Fig. 2 (c), the cache die on top of the

tack is hottest due to lower heat radiation ability. 

The cache banks shown in Fig. 2 (a)–(c) have different retention

imes due to the temperature difference. To analyze how tempera-

ure affects eDRAM retention time, we investigate the relation be-

ween temperature and retention time. According to [11] , retention

ime of an eDRAM cell is written as follows: 

 RETE NTION ∝ 

Cs �V SN 

I LEAK 

(1) 
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Fig. 2. Thermal maps of 3D stacked eDRAM caches. Note that these thermal maps are the results from the evaluation of Group 1. Detailed parameters for HotSpot thermal 

simulation are described in Table I. The list of applications (Group 1) used in the evaluation is described in Table III. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Retention time of the 1 MB eDRAM cache bank. 
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where C S , V SN , and I LEAK are the capacitance of the eDRAM cell, the

voltage of the eDRAM cell and the leakage current of the eDRAM

cell, respectively. 

As shown in Eq. (1) , retention time of an eDRAM cell is in-

versely proportional to its leakage current. The leakage current of

the eDRAM cell is written as follows [35] : 

I LEAK ∝ μ0 · W · υ2 
t (2)

where μ0, W , and υt = kT /q are the constant for a given device,

the device width, and the thermal voltage, respectively ( k, T , and q

are the Boltzmann constant in Joules/K, temperature, and the elec-

trical charge on the electron, respectively.). 

The thermal voltage in Eq. (2) is the average electron-volts (eV,

a unit of energy) at a given temperature. As temperature increases,

the thermal voltage increases. As shown in Eq. (2) , the leakage cur-

rent of the eDRAM cell is quadratically proportional to the ther-

mal voltage. Since the thermal voltage linearly increases along with

cell temperature, the leakage current of the eDRAM cell increases

quadratically with cell temperature. To summarize, the retention

time of the eDRAM cell rapidly decreases as the cell temperature

increases. Therefore, different refresh interval should be used de-

pending on the temperature, in order to reduce the number of

refresh operations. Nevertheless, the conventional refresh method

applies same refresh interval to all cache banks assuming that

temperature of all cache banks is always high [38] . According to

[3,33] , the conventional eDRAM cache adopts 100 μs refresh in-

terval for all cache banks assuming that temperature of all cache

banks is always 368 K (95 °C). However, as shown in Fig. 2 (a)–(c),

even the hottest cache bank is 357.6 K, which is 10.4 K lower than

368 K. Thus, the cache banks can retain their data, though they

are refreshed with the refresh interval longer than 100 μs. Con-

sequently, the number of refresh operations can be reduced. Fur-

thermore, when we apply different refresh intervals to different

eDRAM stacked cache banks depending on temperature, the num-

ber of refresh operations can be further reduced compared to using

only one refresh interval for all cache banks. 

To extract quantitative relation between eDRAM retention time

and temperature, we use CACTI [32] based on the fact that eDRAM

cache has 100 μs retention time at 368 K (95 °C) [3,33] . We es-

timate the leakage current of 1 MB eDRAM cache bank at vari-

ous temperatures and calculate the retention time of 1 MB eDRAM

cache bank based on ( 1 ). Fig. 3 shows retention time of the 1 MB

eDRAM cache bank depending on the temperature. 
As shown in Fig. 3 , retention time dramatically decreases as

emperature increases. Based on Fig. 3 , we further analyze the re-

ention time difference across eDRAM stacked cache banks shown

n Fig. 2 (c). In the case of the 32 MB eDRAM stacked LLC ( Fig. 2 (c)),

emperature of the coolest cache bank and temperature of the

ottest cache bank are 346.2 K and 357.6 K, respectively. According

o Fig. 3 , retention time of the coolest cache bank is 136 μs which

s 36% longer than 100 μs (the conventional eDRAM refresh inter-

al). Even in the hottest cache bank, the retention time (116 μs)

s 16% longer than 100 μs. Since the retention times shown in

ig. 3 are based on the worst-case refresh interval of the conven-

ional eDRAM (100 μs at 95 °C), all eDRAM cells in our eDRAM

odel have retention times longer than the retention time shown

n Fig. 3 at any temperature. In this case, longer refresh interval

an be used to reduce refresh overhead, while still retaining the

ell data. Hence, the scheme proposed in this paper exploits the

pportunity of energy savings by adopting temperature-aware re-

resh intervals. 

. Related work 

There have been many previous studies on low-power refresh

or DRAM chips used for main memory systems. Since eDRAM,

hich is the target memory architecture in this paper, is similar to
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RAM, we review previous studies on low-power refresh for DRAM

hips and briefly compare them with the scheme proposed in this

aper. 

.1. Refresh schemes considering temperature 

In this section, we review refresh schemes considering

emperature-dependent retention time. Though the refresh

chemes presented in this section seem to be similar to the

cheme proposed in this paper, there are differences between our

cheme and the refresh schemes. 

Recent low-power DRAM chips adopt Temperature Compensate

elf Refresh (TCSR) scheme [38] . The TCSR applies different refresh

nterval to the DRAM chip depending on operating temperature

ange. The operating temperature range is divided into several

ections. For example, in the Micron low-power DRAM, the op-

rating temperature is divided into two sections [38] : (i) normal

emperature range (from 0 °C to 85 °C) and (ii) high temperature

ange (from 85 °C to 105 °C). At normal temperature range, the

RAM chip is refreshed with nominal refresh interval (e.g., 64 ms).

hen the DRAM chip is at high temperature range, the DRAM

hip is refreshed with reduced refresh interval (e.g., half of the

ominal refresh interval). However, the TCSR cannot reduce re-

resh overhead significantly, since it does not have fine-grained

emperature-aware refresh intervals. Compared to the TCSR, the

cheme proposed in this paper divides the operating temperature

ore fine-grained. Our scheme adopts temperature-aware refresh

nterval for all eDRAM cache banks at 1 °C temperature granularity.

ence, our scheme further reduces refresh overhead compared to

he TCSR, which will be described in Section 5.5 . 

Sadri et al. [29] proposed Bank-wise Refresh for wide-I/O DRAM

hips. Their scheme applies different refresh intervals to different

RAM banks depending on temperature. Though their design phi-

osophy is similar to the scheme proposed in this paper, there are

ifferences as follows. 

(1) Our scheme is designed for 3D stacked eDRAM-based LLC.

On the other hand, Bank-wise Refresh is designed for wide-

I/O DRAM-based main memory system. There are several

important differences between eDRAM-based LLC and wide-

I/O DRAM-based main memory. Firstly, while the unit of

LLC access is a cache line of several bytes, the unit of main

memory access is a page of several kilobytes. Since eDRAM-

based LLC and wide-I/O DRAM-based main memory are sig-

nificantly different in the unit of access, they are entirely

different in access behavior. Secondly, eDRAM-based LLC is

much hotter than wide-I/O DRAM-based main memory since

it is much closer to CPU cores which are the hottest com-

ponents in the computer system. Thirdly, eDRAM-based LLC

should have much shorter refresh interval than wide-I/O

DRAM-based main memory, since it has much shorter re-

tention time than wide-I/O DRAM-based main memory at

the same temperature. Due to these differences, Bank-wise

Refresh is not scalable to eDRAM-based LLC. 

(2) Even if we assume that Bank-wise Refresh is used for

eDRAM-based LLC, our scheme is more robust to rapid tem-

perature change than their scheme. Since recent micro-

processors adjust Dynamic Voltage and Frequency Scaling

(DVFS) of each CPU core at least every 10 ms, temperature of

the CPU core die can be rapidly changed on the order of mil-

lisecond [14,19] . In order to adjust refresh intervals depend-

ing on temperature change, the temperature sensing interval

should be much lower than 10 ms. Thus, our scheme moni-

tors temperature every 30 μs. When temperature of a cache

bank increases 1 °C for 30 μs, our scheme refreshes the

cache bank immediately and updates the refresh interval of
the cache bank. In addition, considering temperature sensor

error, our scheme adds 3 °C temperature margin to the mea-

sured temperature value, when it determines temperature-

aware refresh interval. Thus, our scheme prevents data loss

even in the case of rapid temperature change; the detailed

algorithm of our scheme will be described in Section 4.3 .

Contrary to our scheme, Bank-wise Refresh adjusts much

longer temperature sensing intervals depending temperature 

(from 32 ms at 40 °C to 1 ms at 100 °C). Furthermore, their

scheme does not consider temperature sensor error. There-

fore, in the case of rapid temperature change, their scheme

may lose data. 

(3) Our scheme changes refresh intervals more sensitive to tem-

perature than their scheme. Our scheme adopts different re-

fresh intervals at 1 °C temperature granularity. Though our

scheme uses fine-grained temperature-aware refresh inter- 

vals, it guarantees data integrity, since it adopts sufficient

temperature margin and temperature sensing interval which

is short enough to detect rapid temperature change. On

the contrary, their scheme has only thirteen refresh inter-

vals depending on temperature from 35 °C to 105 °C. Since

our scheme applies more optimal refresh intervals to cache

banks, it reduces more refresh overhead compared to their

scheme, which will be described in Section 5.5 . 

.2. Other refresh schemes 

In this section, we review refresh schemes which exploit the

ther characteristics of DRAM (excluding temperature-dependent

etention time). 

Ghosh and Lee [4] proposed Smart Refresh for DRAM chips.

heir scheme is based on the characteristic of the DRAM access.

henever a DRAM row is accessed, the DRAM row does not need

o be refreshed until another refresh interval. In other words, a

RAM read operation has the same effect on the DRAM row as

 refresh operation. To utilize the refresh effect of DRAM access,

heir scheme uses refresh counters for all DRAM rows. Whenever

 DRAM row is accessed, the refresh counter for the DRAM row is

eset, since the corresponding DRAM row is refreshed by the ac-

ess. However, their scheme causes large area overhead, because it

eeds refresh counters as much as the number of DRAM rows. Fur-

hermore, their scheme does not consider the impact of tempera-

ure on retention time. Since retention time varies depending on

emperature, the number of refresh operations can be significantly

educed with the consideration of the impact of temperature on

etention time. Contrary to their scheme, the scheme proposed in

his paper adopts different refresh intervals depending on tempo-

al and spatial temperature variation. Therefore, our scheme effec-

ively reduces unnecessary refresh operations in eDRAM stacked

aches. In addition, our scheme does not need to have refresh

ounters for all eDRAM rows since the spatial temperature varia-

ion across eDRAM rows is negligible. Hence, our scheme has much

maller area overhead compared to their scheme. 

Stuecheli et al. [31] proposed Elastic Refresh for JEDEC DRAM

hips. Their scheme mitigates performance overhead due to re-

resh by delaying refresh operations; the JEDEC DRAM chips can

ostpone or issue in advance up to eight refresh commands [37] .

n their scheme, when the memory systems have heavy read/write

raffic, refresh operations are delayed until either the memory

ank is idle or the retention time is imminent. Generally, since

RAM chips use much longer nominal refresh interval (64 ms)

han eDRAM stacked caches (100 μs), it is possible for DRAM chips

o process many read/write operations between refresh operations

y delaying refresh operations. However, since eDRAM stacked

aches should be refreshed with much shorter refresh interval

han DRAM chips, eDRAM stacked caches can have only a few
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read/write operations between refresh operations by delaying

refresh operations. Thus, the performance overhead reduction of

their scheme must be insignificant in eDRAM stacked caches. On

the other hand, since the scheme proposed in this paper reduces

considerable refresh operations in eDRAM stacked caches by

exploiting temperature-aware refresh intervals, it can effectively

reduce performance overhead due to refresh. 

Liu et al. [22] proposed RAIDR for DRAM technology. Their

scheme exploits the impact of process variation on DRAM cell

to reduce refresh operations. Generally, DRAM uses 64 ms for

the refresh interval [7,21] . However, due to the process variation,

different DRAM cells have different retention times at the same

temperature [22] . Their scheme classifies all DRAM rows into sev-

eral refresh interval sections based on the retention time of DRAM

rows. For example, DRAM rows with retention time from 128 ms

to 192 ms are refreshed with 128 ms refresh interval. However,

the data stored in the cell can be threatened when temperature

increases during execution, since their scheme does not consider

temperature. Different from their scheme, the scheme proposed

in this paper adopts the refresh interval considering tempera-

ture. Our scheme changes refresh intervals adequately depending

on run-time temperature changes, by monitoring temperature

changes of each cache bank. Thus, our scheme guarantees data

integrity though temperature increases rapidly. 

Nair et al. [26] proposed Refresh Pausing for JEDEC DRAM chips.

Similar to Elastic Refresh [31] which is based on JEDEC DRAM

chips, their scheme reduces latency overhead due to refresh by

pausing refresh operations. Obviously, in order to avoid data loss,

pausing refresh operations should be performed with the consider-

ation of the retention time. As we mentioned before, since eDRAM

has much shorter retention time than DRAM, it is impractical to

pause refresh operations for a long time in eDRAM. In addition,

eDRAM stacked caches have much more read/write operations than

DRAM main memory systems. In that case, refresh operations can-

not be paused indefinitely, as they also mentioned in their paper

[26] . Due to these reasons, Refresh Pausing is not appropriate for

reducing latency overhead due to refresh in eDRAM stacked caches.

On the contrary, since the scheme proposed in this paper can

reduce unnecessary refresh operations by adopting temperature-

aware refresh intervals, it can reduce latency overhead due to re-

fresh in the eDRAM stacked caches. 

4. Temperature-aware refresh scheme 

4.1. Temperature-aware refresh methods 

We propose two dynamic methods as follows: (i) peak

temperature-aware refresh method (PT_Refresh) and (ii) tempera-

ture variation-aware refresh method (TV_Refresh). 
Fig. 4. Hardware structure of
Since the conventional refresh method takes the conservative

pproach by assuming the worst-case temperature, the predefined

onstant refresh interval is very short (100 μs at 95 °C) [3,33] . On

he other hand, PT_Refresh dynamically detects the actual peak

emperature among the cache banks by using thermal sensors.

hen the peak temperature during execution is lower than 368 K

95 °C), PT_Refresh uses the temperature-aware refresh interval,

hich is longer than 100 μs. As the peak temperature changes

uring the runtime, PT_Refresh changes the temperature-aware

efresh interval dynamically, depending on temperature changes.

ence, PT_Refresh reduces a lot of unnecessary refresh operations

ompared to the conventional refresh method. 

Furthermore, when the spatial temperature variation across

DRAM stacked cache banks becomes larger, the number of re-

resh operations can be further reduced, by using TV_Refresh.

ote that PT_Refresh uses just one refresh interval for all the

ache banks in the whole stacked cache dies. Different from

T_Refresh, TV_Refresh adopts different refresh intervals for dif-

erent eDRAM stacked cache banks, depending on temperature of

ach cache bank. Similar to PT_Refresh, TV_Refresh also changes

he temperature-aware refresh intervals dynamically, depending

n temperature changes. Consequently, TV_Refresh further reduces

he number of refresh operations compared to PT_Refresh, when

here is high spatial temperature variation. 

.2. Hardware structure 

Fig. 4 shows the hardware structure for our proposed scheme.

s shown in Fig. 4 (a) and (b), both PT_Refresh and TV_Refresh

equire a thermal sensor for each eDRAM stacked cache bank.

owever, PT_Refresh only needs one refresh counter and one

efresh interval table for a whole eDRAM LLC, since all eDRAM

tacked cache banks have same refresh interval which corresponds

o the refresh interval for the hottest cache bank among all eDRAM

tacked cache banks. On the other hand, TV_Refresh requires a re-

resh counter and a refresh interval table for each eDRAM stacked

ank, since each eDRAM stacked cache bank has different refresh

ntervals depending on its own temperature. Though recent studies

n adaptive refresh scheme (which considers process variation-

ependent retention time without reflecting temperature-

ependent retention time) adopt different refresh intervals at a

ow granularity [4,22] , our proposed scheme adopts temperature-

ware refresh interval at whole cache granularity (PT_Refresh) and

ank granularity (TV_Refresh), since it is impractical to place a

hermal sensor (in both schemes) and a refresh counter (in the

ase of TV_Refresh) for each eDRAM row due to area overhead.

he refresh counter value is decremented by 1, every 10 μs. There-

ore, in order to cover the whole range of eDRAM refresh interval

0 μs–270 μs, based on Fig. 3 ), the refresh counter is a 5-bit time-

ut counter (270 μs/10 μs = 27 < 2 5 ). In PT_Refresh, whenever the
 our proposed scheme. 
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Fig. 5. Temperature measurement range. 
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efresh counter value reaches zero, all eDRAM stacked cache banks

re refreshed and the refresh counter is initialized. On the other

and, in TV_Refresh, each eDRAM stacked cache bank is refreshed

ndividually, when the corresponding refresh counter value reaches

ero. At the same time, the corresponding refresh counter is ini-

ialized. The initial value of the refresh counter should be changed

epending on temperature, since it is determined by the refresh

nterval. To change the initial value of the refresh counter depend-

ng on temperature, the refresh interval table contains 5-bit initial

alues corresponding to temperatures from 300 K to 400 K at 1 °C
emperature granularity. The values in the refresh interval table

re based on the worst-case refresh interval of the conventional

DRAM (100 μs at 95 °C). Thus, our proposed scheme ensures that

emperature-aware refresh interval at certain temperature T is

horter than the shortest retention time at the temperature T . In

ther words, since our proposed scheme considers the shortest

etention time, we are sure that the impact of process variation on

DRAM cells is considered. In the following section, we describe

he algorithm to determine temperature-aware refresh interval for

ur proposed scheme in detail. 

.3. Algorithm overview 

In our proposed scheme, we determine refresh intervals de-

ending on temperature measured by thermal sensors. Therefore,

t is most important to accurately measure temperature by using

hermal sensors. However, since all thermal sensors have measure-

ent error, we should consider the measurement error when we

etermine refresh interval depending on temperature measured by

he thermal sensor. We assume that our proposed scheme consid-

rs the thermal sensor proposed by Ituero et al [9] . The thermal

ensor has an error range of ± 1.17 °C [9] . 

Fig. 5 (a) shows the temperature measurement range consider-

ng the measurement error ( ±1.17 °C) when the actual tempera-

ure ( T actual ) is 60 °C. As shown in Fig. 5 (a), when T actual is 60 °C,

he temperature measured by the thermal sensor ( T sensor ) is be-

ween 58.83 °C ( T actual –1.17 °C) and 61.17 °C ( T actual +1.17 °C). When

 sensor is higher than or equal to T actual , the temperature-aware re-

resh interval (determined by our proposed scheme) is shorter than

r equal to the retention time. In this case, though our proposed

cheme incurs a little more refresh operations compared to the op-

imal case (using optimal refresh interval), it guarantees data in-

egrity. On the other hand, when T sensor is lower than T actual , the

DRAM cells lose their data since the temperature-aware refresh

nterval is longer than the retention time. Therefore, our scheme

hould add at least 1.17 °C temperature margin to the measured

emperature, to retain the data regardless of the measurement er-

or. In our proposed scheme, as shown in Fig. 5 (b), we conserva-

ively add 3 °C temperature margin to the measured temperature

2 °C margin for the measurement error and 1 °C additional safe

argin), when we determine temperature-aware refresh interval.

herefore, we ensure that the temperature-aware refresh interval

n our scheme is always shorter than the retention time in any

ase. 
Furthermore, our scheme also considers the rapid change in

emperature, between refresh intervals. Note that the eDRAM

ells may lose data when the temperature is rapidly increased,

ust after a refresh operation. In order to avoid such situation,

ur proposed scheme monitors the temperatures of all the cache

anks every 30 μs. When our proposed scheme detects that T sensor 

ncreases more than 1 °C for 30 μs, it performs a refresh operation

mmediately, and updates the temperature-aware refresh interval

epending on the increased temperature. According to [3] , the

orst-case refresh interval of the conventional eDRAM is 100 μs

t 95 °C. In other words, eDRAM data is retained for at least

00 μs, in normal operating temperature ( < 95 °C). According to

he retention time distribution depicted in Fig. 3 , in the case of

00 K (127 °C), the retention time (63 μs) is much longer than

0 μs. Therefore, monitoring the temperature change every 30 μs

s enough to prevent data loss even in the case of rapid temper-

ture change. Consequently, since our proposed scheme considers

he error of thermal sensors and the rapid change in temperature,

t definitely ensures that the refresh interval determined by our

roposed scheme is shorter than the retention time. 

Fig. 6 shows the algorithm for our proposed scheme. As shown

n Fig. 6 (a), in PT_Refresh, the refresh counter is decremented by

, every 10 μs. Whenever the refresh counter reaches zero, all

he cache banks are refreshed immediately. As we mentioned be-

ore, while the refresh counter is being decremented, it is possible

hat the temperatures of the cache banks increase rapidly. Thus,

T_Refresh monitors the temperatures of all the cache banks, every

0 μs. Among the temperatures obtained from the thermal sen-

ors, the maximum temperature is sent to the refresh interval ta-

le. When the maximum temperature increases more than 1 °C for

0 μs, all the cache banks are refreshed immediately. After that,

he initial value of refresh counter is selected, considering the new

emperature value. 

In TV_Refresh, as shown in Fig. 6 (b), similar algorithm is

pplied to each eDRAM cache bank. Whenever the refresh counter

eaches zero, the corresponding cache bank is refreshed imme-

iately. At the same time, TV_Refresh monitors the temperature

easured by the thermal sensor, every 30 °μs. When the temper-

ture increases more than 1 °C for 30 μs, the corresponding cache

ank is refreshed immediately. After that, the initial value of the

efresh counter is selected, considering the new temperature value.

. Evaluation 

.1. Evaluation methodology 

We apply our proposed scheme to the 8 MB (1-die), 16 MB

2-die stacked), and 32 MB (4-die stacked) eDRAM LLC. An

DRAM cache die consists of eight 1 MB eDRAM cache banks.

e use M-sim simulator [30] which is derived from SimpleScalar

oolset [39] and integrated with advanced Wattch framework

2] . Table 1 describes the system parameters for our simulation.

ote that original Wattch framework only provides process tech-

ology parameters from 800 nm to 100 nm, while our evaluation
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Fig. 6. Algorithm for our proposed scheme. 

Table 1 

System parameters. 

Parameter Value 

Initial temperature 50 °C 
Process technology 32 nm 

Number of cores 4 (1 application per core) 

Frequency 3 GHz 

Number of instructions 1B (500 M are fast-forwarded) 

L1 cache (Private) I$: 64 KB / D$: 64 KB 4-way set 

associative, SRAM 

LLC (shared) 8 MB 1-die 16 MB 2-die 

stacked 

32 MB 

4-die 

stacked 

8-way set associative, eDRAM 

Number of cache banks (LLC) 8 16 32 

TSV specification 50 μm pitch, > 1 K CU TSVs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 

eDRAM LLC specification. 

Parameter Value 

Process technology 32 nm 

Cache bank size 1 MB eDRAM 

Retention time 100 μs at 95 °C 
Energy parameters Dynamic read energy per access 0.64 nJ 

Leakage power 27.38 mW 

Refresh power 1.83 mW 

Routing energy 8.75 pJ 

Table 3 

Groups of applications. 

Core 0 Core 1 Core 2 Core 3 

Group 01 astar bzip2 dealII omnetpp 

Group 02 astar dealII gobmk bzip2 

Group 03 bzip2 dealII lbm astar 

Group 04 libquantum dealII omnetpp gobmk 

Group 05 libquantum omnetpp mcf dealII 

Group 06 libquantum dealII astar omnetpp 

Group 07 lbm astar omnetpp bzip2 

Group 08 lbm astar mcf omnetpp 

Group 09 gobmk libquantum mcf bzip2 

Group 10 gobmk libquantum mcf astar 

S  

t  

i  

g  

s  

d  

o

targets on 32 nm process technology. Thus, we added the 32 nm

process technology parameters to Wattch by using the scaling

method described in [12] . In addition, we use HotSpot thermal

simulation tool [8] to evaluate temperatures of eDRAM stacked

cache banks. We use a floorplan of Alpha 21364-like processor for

thermal simulation, which is scaled down to 32 nm process tech-

nology. The detailed specification of eDRAM LLC is described in

Table 2 , which is derived from CACTI 6.5 [32] based on the con-

ventional eDRAM model [3] . 

For benchmark applications, we use eight different LLC sensitive

applications [10] which have higher misses per kilo instructions

(MPKI) than the other applications from SPEC CPU2006 benchmark

suite [40] . This is a conservative approach to show our scheme is

beneficial at any case. Note memory intensive applications further

raise the LLC temperature compared to the other applications.
ince our scheme adopts different refresh interval depending on

emperature, it is less beneficial, when the actual temperature

s close to the worst-case temperature (95 °C). We organize ten

roups of applications. Each group consists of four randomly

elected applications and different applications are assigned to

ifferent cores. Table 3 shows the groups of applications used in

ur evaluation. 
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Fig. 7. Temperature of the hottest cache bank during execution. Note that the peak temperature is the highest temperature in eDRAM LLC during execution. 

Fig. 8. Runtime temperature of the hottest/coolest cache bank. 

(Group 6 on 32 MB eDRAM LLC). 
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.2. Temperature/retention time 

We evaluate temperature behavior of eDRAM cache banks in

he three different cache configurations (8 MB, 16 MB, and 32 MB

DRAM LLC) when executing ten groups of applications. 

Fig. 7 shows the temperature of the hottest cache bank during

xecution. Note that PT_Refresh adopts the refresh interval based

n the temperature of the hottest bank. As shown in Fig. 7 , the

verage temperature of the hottest cache bank gets higher as the

umber of stacked cache dies increases (in other words, cache size

ncreases). Nevertheless, the average temperature of the hottest

ache bank is much lower than 95 °C (the worst-case temperature
Fig. 9. Maximum spatial temperature v
ssumed in the conventional refresh method), in all cases. Even the

eak temperature is at most 89.4 °C (Group 6 on 32 MB eDRAM

LC), which is 5.6 °C lower than 95 °C. The temperature of the

ottest cache bank in the 8 MB (1-die), 16 MB (2-die stacked), and

2 MB (4-die stacked) eDRAM LLC is 69.6 °C, 71.8 °C, and 80.02 °C,

n average, respectively. Hence, the retention time is expected to

e much longer than 100 μs. 

Furthermore, while the hottest cache bank is at most 89.4 °C,

emperatures of the other cache banks are expected to be much

ower. For example, Fig. 8 shows the runtime temperature of the

ottest/coolest cache bank when executing Group 6 on 32 MB

DRAM LLC. Note that we define the spatial temperature variation

s the temperature difference between the hottest cache bank and

he coolest cache bank. 

As shown in Fig. 8 , spatial temperature variation is steadily

arge. The maximum spatial temperature variation is 21.2 °C in this

ase. Thus, we evaluate the spatial temperature variation of eDRAM

ache banks in Fig. 9 . As shown in Fig. 9 , there are considerable

patial temperature variations in all cases. Especially, the spatial

emperature variation gets larger, as the number of stacked cache

ies increases. Hence, the retention time is expected to be different

ven across the cache banks. 

Fig. 10 shows the retention time of eDRAM cache banks. As

hown in Fig. 10 , in the case of the 8 MB eDRAM LLC, the reten-

ion time of the hottest cache bank is 136.7 μs, on average, which

s 36.7% longer than 100 μs. Even in the case of the 32 MB eDRAM

LC which is much hotter than 8 MB eDRAM LLC, the retention

ime of the hottest cache bank is 117.9 μs, on average, which is

7.9% longer than 100 μs. Note that PT_Refresh adopts the refresh

nterval based on the retention time of the hottest cache bank. As

he number of stacked cache dies increases, the retention time dif-

erence becomes larger, due to the spatial temperature variation.

or example, as shown in Fig. 10 , in the case of 32 MB eDRAM

LC, the retention time difference is 15.6 μs, on average. Note that
ariation of eDRAM cache banks. 
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Fig. 10. Retention time difference across eDRAM stacked cache banks during execution. Note that retention times of the hottest cache bank and the coolest cache bank are 

estimated at the time when the retention time difference across eDRAM stacked cache banks is largest during execution. 

Fig. 11. Normalized number of refresh operations. Note that all results are normalized to the conventional refresh method using 100 μs refresh interval for all cache banks. 
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the shortest retention time is 117.9 μs, on average. In this case,

TV_Refresh is likely to further reduce the number of refresh oper-

ations compared to PT_Refresh, since it considers retention times

of each cache bank, while PT_Refresh only considers the retention

time of the hottest cache bank . 

5.3. Number of refresh operations 

In this section, we evaluate PT_Refresh and TV_Refresh com-

pared to the conventional refresh method using 100 μs refresh

interval for all cache banks, in terms of number of refresh op-

erations. We evaluate the number of refresh operations when

the applications are running for 300 ms. Note that, in the case

of the conventional refresh method, the number of refresh op-

erations is 24.0 K, 48.0 K, and 96.0 K in the 8 MB, 16 MB, and

32 MB eDRAM LLC, respectively. Fig. 11 shows the number of

refresh operations normalized to that of conventional refresh

method. 

As we explained, the conventional refresh method uses 100 μs

refresh interval for all cache banks assuming that temperature of

all cache banks is 368 K (95 °C). On the other hand, PT_Refresh dy-

namically adopts different refresh interval depending on the peak

temperature (the maximum temperature among the cache banks,

at a given time). Consequently, PT_Refresh further reduces the

number of refresh operations as the temperature gets lower. As

shown in Fig. 11 , PT_Refresh reduces the number of refresh op-
rations by 26.3%, on average, on the 8 MB eDRAM LLC, since the

eak temperature is lowest. On the other hand, the reduction rate

s smaller in the larger eDRAM LLC, since the peak temperature is

igh. Nevertheless, PT_Refresh reduces 13.4% of refresh operations

ven on the 32 MB eDRAM LLC, on average, since the peak tem-

erature is still much lower than 368 K (95 °C). Note that when

e adopt PT_Refresh, the number of refresh operations is 17.7 K,

6.6 K, and 83.1 K in the 8 MB, 16 MB, and 32 MB eDRAM LLC,

espectively. 

While the PT_Refresh only considers the peak temperature,

V_Refresh considers not only the peak temperature but also the

patial temperature variation. Consequently, TV_Refresh reduces

ore number of refresh operations when the spatial temperature

ariation is larger. Since the larger eDRAM LLC has more spa-

ial temperature variation, TV_Refresh further reduces the number

f refresh operations on 32 MB eDRAM LLC (by up to 18.3%, and

.7% on average), compared to the PT_Refresh. On the other hand,

hen there is small spatial temperature variation (such as the case

f 8 MB eDRAM LLC), PT_Refresh (which only considers the peak

emperature) is good enough to reduce unnecessary refresh op-

rations. Thus, in the case of the 8 MB eDRAM LLC, PT_Refresh

nd TV_Refresh significantly reduce the number of refresh opera-

ions by 26.3% and 28.5%, on average, respectively. Note that when

e adopt TV_Refresh, the number of refresh operations is 17.1 K,

5.3 K, and 76.6 K in the 8 MB, 16 MB, and 32 MB eDRAM LLC,

espectively. 
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Fig. 12. Normalized energy consumption of eDRAM LLC. Note that all results are normalized to the conventional refresh method using 100 μs refresh interval for all cache 

banks. 

5

 

t  

c  

f  

w  

P  

t

 

L  

7  

m  

L  

o  

g

 

T  

d  

t  

P  

e  

i  

e  

a  

f  

s

5

 

w  

I  

f  

I  

r  

t  

d  

a  

e  

t  

8

 

T  

r  

d  

T  

o  

t  
.4. Energy consumption 

In PT_Refresh, as the number of stacked cache dies increases,

he refresh reduction rate becomes much smaller due to the in-

reased peak temperature ( Fig. 11 ). However, the portion of the re-

resh energy consumption in the LLC energy consumption increases

ith the number of stacked cache dies. Therefore, when adopting

T_Refresh, the eDRAM LLC energy reduction is still significant on

he 32 MB eDRAM LLC. 

As shown in Fig. 12 , PT_Refresh reduces the average eDRAM

LC energy consumption by 11.1% (8 MB), 12.7% (16 MB), and

.4% (32 MB), respectively, compared to the conventional refresh

ethod. The energy reduction is highest in the 16 MB eDRAM

LC, since the refresh energy reduction is nearly as much as that

f 8 MB eDRAM LLC, while the refresh energy portion increases

reatly. 

Different from PT_Refresh, the refresh reduction rate of

V_Refresh only decreases slightly though the number of stacked

ies increases ( Fig. 11 ). On the other hand, the refresh energy por-

ion increases with the number of stacked cache dies, same as in

T_Refresh. Hence, TV_Refresh reduces significant portion of total

DRAM LLC energy consumption as the number of stacked dies

ncreases. As shown in Fig. 12 , TV_Refresh reduces the average

DRAM LLC energy consumption by 12.1% (8 MB), 14.3% (16 MB),

nd 12.5% (32 MB), respectively, compared to the conventional re-
 i  
resh method. In the case of 32 MB eDRAM LLC, the average energy

aving of TV_Refresh is 5.1% larger, even compared to PT_Refresh. 

.5. Comparison with the other temperature-aware refresh schemes 

We compare our proposed TV_Refresh with TCSR [38] , Bank-

ise Refresh [29] , and Ideal_TV_Refresh. Note that we assume that

deal_TV_Refresh always gets an exact temperature of a cache bank

rom the thermal sensor without sensor measurement error. Thus,

deal_TV_Refresh refreshes each cache bank with its own optimal

efresh interval, which corresponds to its retention time at the ac-

ual temperature (without considering temperature margin). In ad-

ition, we evaluate TCSR assuming that the eDRAM stacked cache

dopts the retention time at 85 °C as the refresh interval of whole

DRAM cache below 85 °C, and adopts the half of the retention

ime at 85 °C as the refresh interval of whole eDRAM cache above

5 °C. 

Fig. 13 shows the energy reduction of TCSR, Bank-wise Refresh,

 V_Refresh, and Ideal_T V_Refresh, compared to the conventional

efresh method, when we execute ten groups of applications

escribed in Table 3 . Note that the energy consumption of

V_Refresh and Ideal_TV_Refresh includes the energy overhead

f TV_Refresh (the energy consumed by refresh interval tables,

hermal sensors, and refresh counters), which will be described

n Section 5.6 . As shown in Fig. 13 , though Bank-wise Refresh
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Table 4 

Overheads. 

Response time Energy (per read access) Area 

Comparator [15] < 210 ps 5.7 nJ 16 μm 

2 

Refresh interval table (CAM) [27] 3.9 ns 57 fJ 0.0029 mm 

2 

Thermal sensor [9] < 28.7 μs 0.64 nJ 0.0016 mm 

2 

Refresh counter negligible negligible negligible 

Summary (on 32 MB eDRAM LLC) 

PT_Refresh < 28.8 μs < 1.3% of the LLC energy < 4.6% of the LLC area 

TV_Refresh < 0.5% of the LLC energy 

Fig. 13. Average energy reduction compared to the conventional refresh method. 

Note that all results are normalized to the conventional refresh method using 

100 μs refresh interval for all cache banks. 
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c  
uses temperature-aware refresh intervals, it reduces slightly more

energy than TCSR, since it has only small number of (thirteen)

refresh intervals depending on temperature from 35 °C to 105 °C.

Contrary to Bank-wise Refresh, our proposed TV_Refresh uses

more fine-grained temperature-aware refresh intervals. Hence,

TV_Refresh reduces 6.4%, 7.1%, and 4.3% more average energy con-

sumption than Bank-wise Refresh in the 8 MB, 16 MB, and 32 MB

eDRAM LLC, respectively. As shown in Fig. 13 , TV_Refresh has less

energy reduction rate in the 32 MB eDRAM LLC, compared to that

in the 16 MB eDRAM LLC; temperatures of cache banks increase

with eDRAM LLC capacity, as shown in Fig. 7 . Due to the increased

temperature, retention times of cache banks decrease exponen-

tially with eDRAM LLC capacity, as shown in Fig. 10 . Consequently,

when we use TV_Refresh, temperature-aware refresh intervals for

the cache banks in the 32 MB eDRAM LLC are much closer to

100 μs (the conventional refresh interval) than those in the 8 MB

and 16 MB eDRAM LLC. Thus, in the case of TV_Refresh, the 32 MB

eDRAM LLC has less energy reduction rate, compared to the 16 MB

eDRAM LLC. However, TV_Refresh still reduces significant energy

consumption of 32 MB eDRAM LLC, compared to the conventional

refresh method. 

The average energy reduction of TV_Refresh is 2.1%, 2.7%, and

3.5% less than that of Ideal_TV_Refresh in the 8 MB, 16 MB, and

32 MB eDRAM LLC, respectively. The energy reduction differences

between our proposed T V_Refresh and Ideal_T V_Refresh are due

to additional 3 °C temperature margin of our proposed TV_Refresh,

considering temperature sensor error. However, in order to prevent

data loss, it is indispensable to have temperature margin, when

we determine refresh interval based on the value of temperature

sensor. 

5.6. Overheads 

We estimate the overhead of our proposed scheme in the per-

spective of response time, energy, and area, which is described in

Table 4 . We assume that the refresh interval table is composed of

content-addressable memory (CAM) [27] . In addition, we estimate

the elapsed time to refresh an eDRAM cache bank to verify that
he refresh operations can be finished before the retention time

xpires. 

Firstly, we analyze response time of the components used in

ur proposed scheme. The eDRAM model used in our paper [3]

ssumes that the worst-case temperature is 95 °C. In the worst-

ase scenario, our proposed scheme changes refresh interval every

00 μs assuming that the temperature of all the cache banks is

5 °C. Thus, the sum of response time of all the components is

easonable as long as it is shorter than 100 μs. As described in

ection 4.3 , our proposed scheme monitors temperatures of all the

ache banks every 30 μs. Our response time analysis shows that

t is appropriate to use 30 μs period for temperature monitoring.

s shown in Table 4 , the sum of response time of the compara-

or, the refresh interval table, and the refresh counter is negligible

ince it is much shorter than 0.1 μs. The thermal sensor has the

ongest response time among the components. According to [9] ,

he response time of the thermal sensor becomes faster as temper-

ture increases (from 28.7 μs at 40 °C to 1.2 μs at 110 °C). Though

he thermal sensor has considerable response time (28.7 μs) at the

orst case, the sum of response time of all the components is still

cceptable, since it is less than 30 μs. 

Secondly, we analyze energy consumption of the components

sed in our proposed scheme. As described in Table 4 , the com-

arator consumes 5.7 nJ per access [15] . In our simulation, the

nergy consumption of the comparator is 1.1% of the eDRAM LLC

nergy consumption (32 MB), on average. The refresh interval table

as small read access energy (9.5 fJ per bit) [27] . Since we just

eed to access several bits in the refresh interval table, the energy

verhead of the refresh interval table (57 fJ per access) is negligi-

le. The thermal sensor consumes 0.64 nJ per read access. When

sing 32 MB eDRAM LLC, the energy overhead of PT_Refresh is less

han 1.3% of the eDRAM LLC energy consumption (1.1% for com-

arators, much less than 0.01% for the refresh interval tables and

.1% for the thermal sensors). Compared to PT_Refresh, TV_Refresh

eeds more refresh interval tables but it does not require com-

arators. Thus, the energy overhead of TV_Refresh is less than 0.5%

f the eDRAM LLC energy consumption (0.4% for the refresh in-

erval tables and 0.1% for the thermal sensors), which is negligible

ompared to the significant energy saving (12.5%, on average). 

Thirdly, we estimate area overhead of the components used

n our proposed scheme. As described in Table 4 , the compara-

or occupies 16 μm 

2 which is negligible compared to the cache

ank area (0.1 mm 

2 ). The refresh interval table requires 64 Bytes

101 ∗5 bits = 505 bits ≈ 64 Bytes). When the refresh interval table

s composed of CAM array, its area is 0.0029 mm 

2 , which is 2.9%

f the cache bank area. The thermal sensor occupies 0.0016 mm 

2 

hich is 1.6% of the cache bank area [9] . In the case of the

efresh counter, PT_Refresh needs a refresh counter for a whole

DRAM LLC (5 bits). On the other hand, TV_Refresh needs a re-

resh counter for each eDRAM stacked cache banks. Thus, in the

2 MB eDRAM LLC, TV_Refresh requires 20 Bytes (5 bits per bank

32 banks = 160 bits = 20 Bytes) for the refresh counters. Even

n that case, the required capacity (20 Bytes) is still negligible

ompared to the whole eDRAM LLC capacity (32 MB). When we
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Table 5 

The elapsed time to refresh an eDRAM cache bank in the 8 MB eDRAM cache. 

8 MB eDRAM cache (8 banks, 8-way, 

and 32B cache line) 

H-tree input delay ( 1 ©) 0.162 ns 

Wordline precharge delay ( 2 ©) 0.163 ns 

Bitline precharge delay ( 3 ©) 0.740 ns 

T refresh_1st_cache_line ( 1 ©+ 2 ©+ 3 ©= 4 ©) 1.065 ns 

T refresh_each_of_the_other_cache_lines 

( 2 ©+ 3 ©= 5 ©) 

0.903 ns 

T refresh_an_eDRAM_cache_bank ( 4 ©∗1+ 5 ©∗4095) 3.698 μs (1.065 ns ∗1 + 0.903 ns ∗4095) 
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ssume that the components are routed using global signal nets,

he routing area overhead depends on the number of components

nd chip size. However, we anticipate negligible area occupied

y these global nets because they are non-timing critical and

hus require no buffering or global metal layers. This is mainly

ecause the time constant for on-chip temperature change is on

he order of micro- to milli-seconds, not nano-seconds. Even if

SVs are used in these global nets, the RC parasitic impact is still

egligible; the parasitic values are on the order of single digit ohm

nd single digit femto-farad. Consequently, the area overhead is

ess than 4.6% of the cache area, as shown in Table 4 . In summary,

T_Refresh and TV_Refresh are capable of changing refresh interval

epending on temperature with small response time, energy, and

rea (including routing area) overhead. 

Finally, we verify that the refresh operations can be finished be-

ore the retention time expires. To calculate the elapsed time to

efresh an eDRAM cache bank, we evaluate the time components

f the 8 MB eDRAM cache (8-banks, 8-way set associative, and 32B

ache line size) by using CACTI 6.5, since the eDRAM LLCs have

 MB eDRAM cache per cache die. Table 5 shows the elapsed time

o refresh an eDRAM cache bank in the 8 MB eDRAM cache. As de-

cribed in Table 5 , the elapsed time to refresh the first cache line is

.065 ns, since it consists of H-tree input delay (0.162 ns), wordline

recharge delay (0.163 ns), and bitline precharge delay (0.740 ns).

fter the first cache line is refreshed, the elapsed time to refresh

ach of the other cache lines is 0.903 ns, since refreshing each

f the other cache lines consumes wordline precharge delay and

itline precharge delay. In summary, since the number of cache

ines is 4096 (1 MB / (32B 

∗ 8-way)), the elapsed time to refresh

n eDRAM cache bank is 3.698 μs (1.065 ns ∗1 + 0.903 ns ∗4095). The

lapsed time to refresh an eDRAM cache bank (3.698 μs) is much

horter than the worst-case retention time (100 μs at 95 °C) of our

DRAM model. Thus, we are sure that refresh operations are al-

ays finished before retention time expires. 

. Conclusion 

In this paper, we proposed a novel temperature-aware re-

resh scheme to reduce unnecessary refresh operations. Since our

roposed scheme adopts fine-grained temperature-aware refresh

ntervals considering peak temperature (PT_Refresh) and spatial

emperature variation (TV_Refresh), it reduces significant refresh

nergy overhead. Compared to the conventional refresh method,

ur proposed scheme reduces refresh operations by 28.5% (on

2 MB eDRAM LLC), on average, without losing data stored in

DRAM. As a result, our proposed scheme reduces the overall

DRAM LLC energy consumption by 12.5% (on 32 MB eDRAM LLC),

n average, with small area overhead. Even in the case of eDRAM

LC larger than 32 MB, which has cache dies more than 4 dies, our

roposed scheme will be effective to reduce refresh energy over-

ead since the larger eDRAM LLC has the higher peak temperature

nd the larger spatial temperature variation. We expect that our

roposed refresh scheme will be used for eDRAM stacked caches. 
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