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Editor’s note:
Monolithic 3-D (M3D) technology enables unprecedented degrees 
of integration on a single chip. The miniscule monolithic intertier vias 
(MIVs) in M3D are the key behind higher transistor density and more 
flexibility in designing circuits compared to conventional through silicon 
via (TSV)-based architectures. This article presents a comprehensive 
design and test techniques for emerging M3D-enabled circuits and 
systems.

—Partha Pratim Pande, Washington State University

 The emergence of monolithic 3-D (M3D) inte-
grated chips (ICs) [1] has enabled the high-den-
sity vertical integration of heterogeneous dies 
via nanoscale monolithic intertier vias (MIVs). A 
key prerequisite for fully benefitting from M3D is 
the provisioning of electronic design automation 
(EDA) tools. However, such tools are not yet com-
mercially available. In the process of aggressive 
scaling of MIVs for high-density integration, MIVs 
have become increasingly susceptible to process 
variations and defects [2], [3]. As MIVs form the 
electrical links between adjacent dies, monitoring 
MIV health is crucial for guaranteeing error-free 
operation, quality assurance, and yield ramp-up. 
Resistive random access memory (ReRAM) has 
emerged as a promising candidate for low-power 

Advances in Design and 
Test of Monolithic 3-D ICs
Arjun Chaudhuri and Sanmitra Banerjee
Duke University

Heechun Park, Jinwoo Kim, 
Gauthaman Murali, Edward Lee, 
Daehyun Kim, Sung Kyu Lim, 
and Saibal Mukhopadhyay
Georgia Institute of Technology

Krishnendu Chakrabarty
Duke University

Digital Object Identifier 10.1109/MDAT.2020.2988657
Date of publication: 20 April 2020; date of current version:  
1 September 2020.

nonvolatile memory (NVM) technol-
ogy, enabling high-bandwidth log-
ic-memory integration. Despite the 
development of novel ReRAM devices 
and circuits [4], [5], there is a need for 
EDA tools for automated ReRAM mac-
rogeneration.

In this article, we present advances 
in the integration of M3D design and test 
flows covered in [6].

M3D physical design

Design flow with pseudo-3-D approach
The Shrunk-2-D-based design flow introduced 

in 2014 [7] is the first commercial-quality RTL-to-
graphic design system (GDS) flow for M3D ICs that 
has inspired few follow-up work [8], [9]. It intro-
duced an initial pseudo-3-D design named the 
Shrunk-2-D design, which has all the geometric 
elements (i.e., cell width and height, wire width, 
and spacing) scaled down to  1 / √

__
n     of the origi-

nal dimensions for an n-tier 3-D design. When all 
standard cells in the Shrunk-2-D design are popped 
up to their original sizes after Shrunk-2-D place 
and route (P&R), we consider this design as a 
 commercial-tool-based 3-D P&R result with all cells 
projected to a single tier.

Figure 1a shows an overview of the full M3D 
design flow combining M3D synthesis, P&R, inser-
tion of test architecture, and integration of ReRAM. It 
starts from a 2-D synthesized netlist, and macroblock 
technology files if the design contains predefined 
macroblocks (e.g., memory modules). We need to 

Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on October 24,2020 at 10:23:51 UTC from IEEE Xplore.  Restrictions apply. 



93July/August 2020

prepare for an additional scaled library exchange 
format (LEF) file, so that the standard cell and metal 
width/height are scaled down to 0.707 (1 /  √

_
 2   )  for a 

two-tier 3-D design. If there exists any macroblocks, 
their LEF files are also modified to have the smallest 
block size (one “site”) with block I/O pins remaining 
at the same positions, which are outside the mini-
mized block boundary.

In the first block preplacement stage, each mac-
roblock is preassigned and placed in its correspond-
ing tier, and we lay a partial placement blockage on 
the area of its original size, to restrict the standard cell 
placement to 50% density in this area. As all standard 
cells within this area will be assigned to the same tier 
(different from the macroblock), at least half of this 
area should be left empty to guarantee the accommo-
dation of these standard cells when they are returned 

to their original sizes. Using the generated floorplan 
and shrunk technology files, we use a commercial 
2-D P&R tool to perform Shrunk-2-D P&R.

With the intermediate Shrunk-2-D results, stand-
ard cells are blown up to their original sizes and 3-D 
placement is performed with in-house tools as shown 
in Figure 1b. First, standard cells in the Shrunk-2-D 
design are separated into two different tiers with bin-
based Fiduccia-Mattheyses (FM) min-cut partition-
ing [10], which divides the footprint into square bins 
and performs the FM min-cut algorithm on each bin. 
They are legalized in the next tier-by-tier detail place-
ment stage, which uses the refinement function of 
the commercial 2-D P&R tool. Next, we stack up both 
tiers vertically with a modified LEF file and perform 
routing of cross-tier nets with a commercial router to 
find efficient spots for MIVs.

On completion of MIV planning and placement, 
BIST is inserted tier-wise on the inputs and outputs 
of MIVs, followed by the insertion of scan chains in 
both tiers. After test insertion, Shrunk-2-D placement 
is rerun to optimize the cell placement in the test-in-
serted tiers. Then, tier assignment is performed, 
which is a minor version of tier partitioning that 
every cells already have their own assigned tiers. It 
uses the netlist generation function of the tier-parti-
tioning tool. Finally, tier-by-tier routing with the com-
mercial 2-D P&R tool is performed. P&R of ReRAM 
modules is then executed in the respective tiers to 
finalize the M3D design. 

For an n (n > 3)-tier M3D IC, the same concepts 
as presented in this article can be utilized, with 
some changes with respect to the details. Tech-
nology should be down-scaled by   1 / √

__
 n    instead of  

0.707 (1 /  √
_

 2   ) , and there must be a suitable tier- 
partitioning algorithm to partition the intermediate 
Shrunk-2-D design (it is still possible to apply the bin-
based FM min-cut algorithm multiple times to have 
a partitioning result). Other stages will operate as is, 
with the only change of the tier count from 2 to n.

Design comparison
We compare M3D design with 2-D IC counterparts 

in terms of power-performance-area (PPA) metrics 
using three design benchmarks: RISC-V Rocketcore 
design with two cores (Rocket2), AES-128, and AVC-
Nova. The commercial 28-nm physical design kit 
(PDK) is used for the entire experiment. We used 
the Synopsys Design Compiler for RTL synthesis, the 
Cadence Innovus Implementation System for P&R 

Figure 1. (a) RTL-to-GDS design flow of 
test-inserted M3D IC. (b) Illustration of 3-D 
placement in Shrunk-2-D flow.
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along with our in-house binaries for 3-D placement, 
and Cadence Tempus Timing Signoff for PPA data 
generation. In M3D design, all external I/O ports are 
only connected to the top tier.

Table 1 summarizes comparison between 2-D 
and M3D designs. The M3D design has 50% smaller 
footprint and remarkable wirelength reduction 
than the 2-D design, with the aid of vertical connec-
tions through MIVs. Shorter wirelength also leads to 
smaller net switching power followed by total power 
reduction. The M3D design flow performs tier-by-tier 
final routing separately, which means that it is not 
feasible to perform accurate timing optimization 
throughout the full design. This makes the timing clo-
sure of the M3D design incomplete, resulting in the 
existence of a certain amount of worst-case negative 
slack (WNS) despite its design efficiency. There is a 
solution to mitigate the timing closure problem pro-
vided in [9] with post-tier-partitioning timing closure, 
but it requires the modification of commercial-grade 
PDKs into an intolerable shape for the CAD tool, and 
thus is not available with our commercial PDK. In 
our benchmarks, WNS is in a similar range for both 
M3D and 2-D designs, which is less than 10% of the 
target clock period. Figure 2 shows the GDS layouts 
for the 2-D and M3D designs in Table 1.

During sequential M3D fabrication with the 
flow shown in Figure 1a, the lower tier may suffer 
from distortion during the fabrication of the upper 
tier, thereby incurring transistor degradation and 
 resistance–capacitance (RC) parasitic increments 
in the lower tier. There are some techniques availa-
ble to cope with such a situation by forcing the tier- 
partitioning tool to allocate the M3D design’s critical 
path cells and nets to the faster upper tier [11].

Design-for-test for MIVs
Well-known fault models for MIVs are shorts, 

opens, and stuck-at faults (SAFs), similar to those for 
2-D interconnects. Hard shorts typically occur when 
a particle contaminates the spacing between adja-
cent MIVs; an SAF is a hard short between an MIV 
and the power/ground rail. Resistive shorts occur 
due to the diffusion of the MIV metal, causing par-
tial contact with an adjacent MIV. Hard opens occur 
when an MIV does not make contact with its landing 
pad. Resistive opens in MIVs are of relatively smaller 
size and can occur due to interface defects, hairline 
cracks, etc.

Methods like [12] use dedicated control points 
for launching patterns to test MIVs and dedicated 
observation points for capturing the test responses. 
The resultant test time and area overheads can 
become prohibitively large for large MIV counts [13]. 
ATPG-based interconnect test methods [14] are not 

Figure 2. GDS design layouts of the 
benchmarks in Table 1.

 
Table 1. Comparison between 2-D and gate-level partitioned M3D designs on the basis of P&R results with a commercial  
28-nm PDK.
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suitable for MIV testing as I/O pins are available only 
on one tier; error due to activated faults must propa-
gate through multiple tiers and MIVs to get detected. 
This adds to the ATPG complexity and impedes fault 
localization and diagnosis. Moreover, faults in mul-
tiple MIVs on a test path can potentially mask each 
other leading to test escape and field failures.

MIVs xor-BIST architecture
An MIV xor-BIST architecture for testing hard 

faults in MIVs was introduced in [15] and is illus-
trated in part (I) of Figure 3a. Two-input xor gates 

are inserted between the outputs of adjacent MIVs in 
the output segment of the BIST engine.

Hence, (N − 1) xor gates are inserted for a clus-
ter of N MIVs. The xor outputs are fed to a balanced 
and tree-based space compactor with (N − 1) inputs 
and a one-bit pass/fail response, Y1; one observa-
tion point (scan flop) is sufficient for monitoring the 
health of multiple MIVs. A fault in the given set of 
MIVs can be detected by observing Y1. In the input 
segment of the BIST engine, an input source Vin pro-
vides complementary inputs to adjacent MIVs in the 
test mode via an inverter chain. A 2:1 multiplexer, 
present at the input of every MIV, enables switching 
between functional (FI) and test modes based on 
the Launch signal.

Two clock cycles are used to test the MIVs for hard 
faults by setting Vin = 0 and 1 in consecutive cycles. 
The resulting test patterns are “101...” in the first cycle 
and “010...” in the second cycle. It can be shown that 
a set of MIVs does not contain a hard fault if and only 
if Y1 is observed to be 1 in both clock cycles. Alias-
ing occurs when all MIVs are alternately stuck at 0 
and 1 − Y1 will be 1 in both cycles. However, such a 
scenario is highly unlikely with a likelihood of 2/3m, 
where m is the number of MIVs in the set.

MIVs dual-BIST architecture
The xor-BIST engine mentioned in the previous 

section is itself prone to SAFs which, in turn, can 
mask MIV faults. To minimize the masking proba-
bility, a parallel propagation path is added from the 
MIV outputs to a second one-bit signature Y2 via a 
second BIST engine, BIST-B. The topology and con-
nectivity of gates inside BIST-B are identical to that of 
BIST-A, except that the xor and and gates in BIST-A 
are substituted with their logic duals (xnor and or, 
respectively) in BIST-B. With this “dual-BIST” archi-
tecture, it can be shown that MIV fault(s) cannot 
be masked by a single fault in the dual-BIST engine 
[15]. The MIV fault-masking probability due to mul-
tiple concurrent faults in the dual-BIST engine is 
also negligible.

Enhanced dual-BIST for resistive fault 
detection

The size of short or open defect determines 
the magnitude of its resistance—larger-sized short 
(open) has lower (higher) resistance and vice versa. 
For example, a hard short (open) is characterized by 
very low (high) resistance. As demonstrated in [15], 

Figure 3. (a) (I) MIV xor-BIST architecture 
for hard fault detection, (II) enhancement 
in input segment of BIST engine for 
resistive fault detection, and (III) lumped 
circuit models for resistive short 
and open tests. (b) Top view of the 
superimposed layout of a two-tier M3D 
gate-level partitioned Rocketcore design 
integrated with ReRAM and MIV-BIST 
using a commercial 90-nm PDK.
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the range of detectable defect size can be expanded 
by adding a (programmable) delay element—an 
N-stage CMOS inverter (N is the number of cascaded 
single-stage inverters)—to the input of every MIV in 
the test mode. Part (II) of Figure 3a describes the 
enhanced dual-BIST with the delay element being 
a buffer (N = 2); the added buffer is shaded. The 
addition of the delay stage enables the detection of 
resistive faults caused by the short and open defects 
of intermediate sizes.

Resistive shorts
Part (III) of Figure 3a illustrates the lumped circuit 

models for the testing of resistive short and resistive 
open. In the resistive short model, the added buffer’s 
equivalent resistance is denoted by RBUF, the MIV 
self-resistance is denoted by RMIV, and RS denotes 
the resistance of the short defect. Complimentary 
test inputs are applied at the inputs of the buffers—1 
(VDD) and 0—to ensure a fault-free xor output of 
the differential input voltage of the two-input xor 
is given by DVout = VDDRS /(2RMIV + 2RBUF + RS). A 
short is detected when the xor output is 0 instead 
of 1 (fault-free scenario). The xor output will flip to 
0 when its differential input voltage becomes lower 
than a certain threshold (input offset voltage). As 
DVout for RBUF > 0 is less than DVout for RBUF = 0, the 
addition of the buffer stage decreases the magnitude 
of the differential input voltage, causing the xor out-
put to flip 1 → 0. Therefore, the maximum detecta-
ble short resistance can be increased by increasing 
RBUF. Smaller the size of the short defect, higher the 
resistance. Therefore, enhanced dual-BIST facilitates 
highly granular detection of a wide range of defect 
sizes. With the buffer-based enhanced dual-BIST 
(designed using Nangate 45-nm open-cell library), a 
resistive short as large as 12 KΩ is detected.

Resistive opens
For a given functional clock frequency fclk, let the 

minimum open resistance detected by dual-BIST 
be Ro,min. The enhanced dual-BIST can detect open 
resistances lower than Ro,min by adding a program-
mable delay to the small delay of a resistive open 
defect. Part (III) of Figure 3a illustrates the lumped 
circuit model of the two-stage inverter, enabling the 
test of a resistive open. Here, Ron is the on-resistance 
of a transistor, Co,x (x = 1, 2) are the output capaci-
tances of the two inverter stages, CI is the parasitic 
MIV-to-substrate capacitance, CL is the MIV load 
(fan-out) capacitance, and RO indicates the open 
resistance. Using the Elmore-Delay model, the total 
propagation delay, D, from the buffer’s input Vin to 
the MIV output Vout is given by

 D =  (ln 2) × (Ron(Co,1 + 2Co,2 + 4CI + 2CL)) 
+ (ln 2) × (RO + RI )(CI + CL).

A sufficient condition for the detection of a resis-
tive open is: D + DXOR > 1/fclk, where DXOR is the xor 
gate delay. Therefore, without increasing fclk, the 
minimum detectable open resistance can be low-
ered below Ro,min by increasing Ron—by decreasing 
transistor widths or increasing the number of inverter 
stages, N. With the buffer-based enhanced dual-BIST 
(designed using Nangate 45-nm open-cell library), 
a resistive open as small as 25 KΩ is detected with  
fclk = 2 GHz. To summarize, increasing the propa-
gation delay of the N-stage inverter increases the 
range of resistive shorts and opens detected by the 
enhanced dual-BIST engine.

Overhead for dual-BIST
The impact of MIV dual-BIST on circuit PPA is 

evaluated for four block-level partitioned M3D bench-
marks: Rocket2 (301K cells, 1,200 MIVs, and 350 MHz), 
AVC-Nova [17] (134K cells, 317 MIVs, and 366 MHz), 
AES-128 (I) [17] (102K cells, 425 MIVs, and 2,273 
MHz), and AES-128 (II) [17] (90K cells, 426 MIVs, and 
1,250 MHz). All four M3D benchmarks are obtained 
using the design flow described in the “M3D physical 
design” section with a commercial 28-nm PDK.

Table 2 presents the comparison of power 
consumption (Ptot) and the total cell area (Atot) 
between the BISTed designs (BI) and the non-
BISTed designs (N-BI). It can be seen that the area 
overhead of dual-BIST is negligible. The ~9% power 
overhead of dual-BIST is manageable by shutting 
off the BIST engines when MIVs are not being 

 
Table 2. Impact of BIST on circuit PPA with a commercial 28-nm PDK.
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tested. The dual-BIST engines will be switched off 
in functional (mission) mode and switched on only 
in the test mode; such switching of modes is ena-
bled with multiplexers inserted on the BIST engine 
inputs. Switching off the dual-BIST engine will sig-
nificantly reduce the switching activity, and hence 
dynamic power consumption, of the BIST cells in 
the functional mode.

For all four M3D benchmarks, the dual-BIST 
scheme achieves greater than 1.5× area reduction 
than the trivial DfT scheme where test points are 
added at both ends of an MIV for direct control and 
observation.

Figure 3b demonstrates the top view of the  
BIST-inserted M3D layout of the gate-level parti-
tioned design of the Rocketcore integrated with 
on-chip 32-kB ReRAM array using commercial 90-nm 
PDK. In this top view, the two M3D tiers are super-
imposed. MIVs are implemented on the right-hand 
side (Rocketcore + SRAM + MIV-BIST) as a via layer 
between the two tiers. SRAMs work as L1 caches for 
the Rocketcore, and thus they are within the Rock-
etcore logic floorplan (right side). The ReRAM array 
functions as an external DRAM, which stays outside 
the  Rocketcore logic.

ReRAM compiler
ReRAMs have emerged as attractive candidates 

for NVM technology. There have been significant 
efforts in developing ReRAM device technologies 
as well as analysis tools for ReRAM architecture and 
their impact on processor design [18]. When used 
as a memory device, ReRAMs encode bits with the 
resistance of the device. However, the stochastic 
behavior of ReRAM devices during read and write 
has resulted in many challenges during physical 
implementation.

Many custom design of ReRAM macros [4], 
[5], [19] have been proposed and developed with 
various techniques to address these issues. One 
of the more distinguishable developments is the 
implementation of write termination (WT) circuits. 
This specific type of circuit is designed to address 
the large variation in the switching time of ReRAM 
devices. By stopping the process of writing when 
the resistance of cells reach a predesigned thresh-
old, overstress and performance loss in fast-switch-
ing cells can be mitigated even when using a 
long write time to guarantee successful writing of 
slow-switching cells [5].

Design of complex peripheral circuits to adapt 
to device variations on-the-fly is crucial for reliable 
control for read/write processes. However, as they 
can greatly impact the performance of subarrays in 
practice, it is equally crucial to include their effects 
during modeling.

With WT, the overall write energy of the ReRAM 
subarrays becomes not only dependent on the 
switching mechanism of bit cells and the switch-
ing of word-lines (WLs)/bit-lines (BLs), but also the 
latency of the WT to respond to changes in BL after 
a device switches. Although conventional mem-
ories such as SRAMs and DRAMs can model read/
write energy and latency in a decoupled fashion 
with parasitic passive models and peripheral circuit 
specifications accurately, circuit-level simulations 
with device models and peripheral circuits attached 
to layout-extracted parasitics becomes indispensa-
ble in performing accurate design space explora-
tion for ReRAM subarrays. However, there is a lack 
of EDA methods and tools for the physical design 
of ReRAM subarrays, and the generation of large 
ReRAM macros.

Compiler architecture
Fully automated and scalable physical implemen-

tation with performance evaluation are key founda-
tions of the ReRAM compiler. A complete ReRAM 
module generator will also need to partition ReRAM 
macros into optimized ReRAM subarrays of different 
dimensions (i.e., Nrow × Ncolumn), and accurately eval-
uate their performance/power when assembled into 
a full array module.

An EDA methodology for the automated gener-
ation of ReRAM memory arrays with the ability to 
perform the layout-precise evaluation of the per-
formance is presented. The proposed approach 
combines the circuit-level design of cells and 
peripherals with the automated layout generation 
of custom circuits to enable the physical design of 
ReRAM subarrays. The autogenerated ReRAM sub-
arrays are coupled with autogenerated (logic syn-
thesis and P&R) connectivity between subarrays to 
design a large array. An evaluation framework for 
the fast circuit level and layout accurate ReRAM 
performance/power analysis is embedded to ena-
ble design space exploration and optimization. 
This enables design space exploration and optimi-
zation for full array designs. The tool structure is 
shown in Figure 4.
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Predesigned peripheral circuits and single-cell 
layouts are taken as inputs to the tool for layout gen-
eration along with PDK models and ReRAM device 
models for performance evaluation. Subarray lay-
outs are generated with Cadence SKILL to be sourced 
in full-array generation, where it is synthesized with 
array controls and placed and routed (PnR) to final 
array layouts. Parasitic extracted 4 × 4 subarrays are 
simulated to extract latency and power for single-bit 
access, which is then combined with full-array PnR 
results to estimate final performance.

Array generation results
Results of the developed ReRAM compiler are 

demonstrated for 1T-1R ReRAM cells considering 
65-nm CMOS technology and open-source ReRAM 
models [20]. The experimental results show that 
our tool can generate the physical design of ReRAM 
subarrays for different cell topology and subarray 
dimensions including read/write circuits. The pro-
posed tool allows us to optimize the subarray con-
figurations (i.e., number or rows versus columns) 
for different target subarray sizes, as well as select 

optimal partitions for large ReRAM arrays. Table 3 
summarizes performance and area for generated 
arrays of different (8 and 32 kB) capacities.

Although smaller subarrays can realize faster 
access, it results in higher area and power overhead 
at the array level for more subarrays. Top module 
energy is calculated using the P&R tool power 
estimations at designated frequency. Read/write 
energy includes both subarray internal energy 
consumption and top module energy. As seen for 
the 8 kB array capacity, although the top module 
energy for the subarray is smallest for the 256 × 256 
subarray, the 128 × 128 subarray shows the mini-
mum read operation energy due to the lower read 
energy consumption of the ReRAM subarray. Also, 
although the write energy is smallest for the 64 × 
64 subarray for a 8-kB total capacity, it increases 
with top module energy for larger array capaci-
ties, and the 128 × 128 subarray in turn becomes 
the optimum design regarding write energy con-
sumption for a design of 32-kB total capacity. For 
both sizes, using a 256 × 256 subarray results in the 
minimum total area due to the less area overhead 
to P&R the top module and less peripheral circuit 
overhead within subarrays. These tradeoffs high-
light the need for an automated memory compiler 
for design space exploration.

The compiler structure can easily be adapted 
to other technologies/custom design libraries by 
replacing the input cell library; this has been facili-
tated in the design demonstrated in Figure 3b. The 
M3D ReRAM arrays have been designed with periph-
eral control circuits placed not at the boundary of 
the cell array, but directly on top, to reduce the 2-D 
footprint of subarrays that result from large drivers 
designed for ReRAM programming.

Figure 4. Top-level view of tool architecture and sample layouts.

 
Table 3. Design results for ReRAM compiler with a 65-nm PDK.
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In ThIs arTIcle, we presented recent advances 
in the design and test of M3D ICs comprising end-
to-end automated design flow, low-cost test solution 
for MIVs, and ReRAM array compiler for high-density 
memories. Further research is needed for enhancing 
the capabilities of these EDA tools to boost high-vol-
ume production of M3D ICs for applications in low-
power high-performance computing. 
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