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Abstract—Monolithic 3D (M3D) is an emerging technology
that enables integration density which is orders of magnitude
higher than that offered by through-silicon-vias. In this paper,
we demonstrate that a modified 2D placement technique cou-
pled with a post-placement partitioning step is sufficient to
produce high-quality M3D placement solutions. We also present
a commercial router-based monolithic intertier via insertion
methodology that improves the routability of M3D ICs. We
demonstrate that, unlike in 2D ICs, the routing supply and
demand in M3D ICs are not completely independent of each
other. We develop a routing demand model for M3D ICs, and
use it to develop an O(N) min-overflow partitioner that enhances
routability by off-loading demand from one tier to another. This
technique reduces the routed wirelength and the power delay
product by up to 7.44% and 4.31%, respectively. This allows
a two-tier M3D IC to achieve, on average, 19.9% and 11.8%
improvement in routed wirelength and power delay product over
2D, even with reduced metal layer usage.

Index Terms—Monolithic 3D (M3D), partitioning, placement,
routing congestion.

I. INTRODUCTION

THREE dimensional integrated circuits (3D ICs) have
emerged as a promising solution to extend the 2D

scaling trajectory predicted by Moore’s law. Monolithic
3D IC (M3D) is an emerging technology that enables
orders of magnitude higher integration density than
through-silicon-via (TSV)-based 3D, due to the extremely
small size of the monolithic intertier vias (MIVs). In M3D
integration technology, two or more tiers of devices are
fabricated sequentially, one on top of another. This eliminates
the need for any die alignment, which enables much smaller
via sizes. Each MIV has essentially the same size as a regular
local via (<100 nm diameter) [1].

The first M3D fabrication technique was to grow an amor-
phous silicon layer over an existing bottom tier and fabricate
TFT transistors on the top tier [2]. Next, attempts were made
to crystallize the top silicon by using lasers [3]. The high-
est quality silicon was achieved by transferring an extremely
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thin layer of silicon onto the bottom tier through an ion-cut
process [1].

There are also a few design works on M3D ICs. Transistor-
level M3D ICs, where the pMOS and nMOS are split up into
separate tiers were discussed in [4] and [5]. However, this
design style requires extensive redesign of standard cells and
does not give a 50% footprint reduction. Block-level design,
where 2D blocks are floorplanned on to a 3D space have also
been studied [6], [7]. This design style does not fully utilize
the high integration density offered by M3D. In terms of gate-
level solutions, where each logic gate is confined to a given
tier, prior work is limited.

In this paper, we focus on two-tier gate-level M3D ICs,
and assume that each tier supports as many metal layers as
required. The contributions of this paper are as follows.

1) Placement: We empirically demonstrate that minor mod-
ifications to existing 2D placement engines coupled
with a post-placement partitioning step is sufficient
to produce high quality M3D IC placement solutions.
We demonstrate this fact by using both academic and
commercial 2D placement engines.

2) MIV Insertion: We present a router-based MIV insertion
algorithm that outperforms existing placement-based 3D
via insertion techniques.

3) Routability Modeling: This is the first paper to study
routability issues in gate-level M3D ICs. We develop a
probabilistic routing demand model for M3D ICs. We
demonstrate that, unlike in 2D ICs, the routing supply
is not completely independent of routing demand.

4) Routability-Driven Partitioning: Based on our rout-
ing demand model, we present an O(N) min-overflow
partitioner that reduces the total routing overflow by
intelligently assigning cells to tiers.

5) Application to Other Technologies: We demonstrate that
our proposed techniques are not limited to M3D, and can
also be easily applied to other 3D integration technolo-
gies where the via sizes are small, such as face-to-face
(F2F) bonding.

The remainder of this paper is organized as follows.
Section II presents the overall design flow proposed in this
paper. Section III then presents our proposed placement tech-
nique. Section IV presents our routability modeling and min-
overflow partitioner. Section V discusses our router-based MIV
insertion methodology. Experimental results are presented in
Section VI, and we provide comparisons with state-of-the-art
in Section VII. Section VIII concludes this paper.

0278-0070 c© 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



PANTH et al.: PLACEMENT-DRIVEN PARTITIONING FOR CONGESTION MITIGATION IN M3D IC DESIGNS 541

Fig. 1. Design flow used in this paper.

II. OVERALL DESIGN FLOW

A. Problem Formulation

We define the “projected 2D half-perimeter wirelength
(HPWL)” as the HPWL of a M3D IC if all the gates are
projected onto a single placement layer. We also define the
total routing overflow as the sum of routing demand minus
routing supply on all global routing edges that are congested.

The problem that we solve can then be stated as: given
an initial M3D placement, repartition the gates with minimal
change to the projected 2D HPWL, such that the total routing
overflow is minimized.

However, this formulation still requires us to have an ini-
tial M3D placement. We would, however, like to use existing
2D engines for M3D design. Therefore, we also solve the
following problem: generate a 2D design, using minimally
modified 2D tools, such that it represents a M3D IC with
all the gates projected to a single tier. If we generate such
a design, then our partitioning can directly be applied on
top of it.

B. Design Flow

In this section, we discuss our proposed design flow, an
overview of which is shown in Fig. 1. In this figure, the red
boxes indicate steps that will be explained in detail in sub-
sequent sections. We first start with the synthesized netlist
and get an initial M3D IC placement result. We then perform
routability-driven partitioning, which takes the initial place-
ment solution and repartitions the gates to improve the routed
wirelength of the design. A top-off placement step is then per-
formed to make sure that each tier in the M3D IC meets target
density requirements. The last step in the placement process is
legalization, which snaps the cells to the placement grid. Once
the locations of cells are determined, we need to insert MIVs
into the whitespace between them. MIVs can then simply be
treated as I/Os in each tier, and a tier-by-tier route can be car-
ried out using commercial tools (Cadence Encounter). Finally,
we extract parasitics tier-by-tier, create a separate parasitic
file to represent MIV parasitics, and feed all this informa-
tion into Synopsys PrimeTime to obtain 3D timing and power
numbers.

III. M3D IC PLACEMENT

This section first presents prior work in TSV-based 3D
IC placement, and discusses why those approaches are not
applicable to M3D ICs. Next, we present our proposed
methodology based on modifications to 2D IC tools. Finally,
we discuss how to handle preplaced memory macros in a 3D
design while still using 2D IC tools.

Fig. 2. Placement-aware partitioning. We first use a modified 2D engine to
place all the gates into half the area, and then partition it with area balance
in each bin.

The M3D gate-level placement problem is similar to the
TSV-based problem, except that we do not need to min-
imize the via count. The first approach to TSV-based 3D
placement is folding-based [8]. This takes an existing legal
2D placement, and transforms it to 3D by several folding
operations. This approach generates inferior quality solu-
tions [9], and is also not capable of handling preplaced
memory. The next method is partitioning-based [10], where
the netlist is first partitioned and all tiers are placed simulta-
neously. Lastly, true 3D placement approaches exist [9], [11],
where the HPWL is minimized in the x, y, and z dimensions.
However, in M3D ICs, the z-dimension is so small (1−2 µm)
that attempting to minimize the z HPWL is not really nec-
essary. In addition, all of these engines are geared toward
TSV-based 3D, and try to minimize the via count. In this
paper, we demonstrate the fact that since monolithic vias
are so small, only a minimally modified 2D placement
engine suffices, and separate 3D placement engines are not
required.

A. Placement-Aware Partitioning

An illustration of our proposed method for a two-tier M3D
IC is shown in Fig. 2. If the width and height of a 2D IC are
W2D and H2D, respectively, we first define a M3D outline
where the width and height are divided by

√
2. This modifi-

cation leads to exactly half the footprint of a 2D IC. All 2D
placement engines have the concept of chip capacity (or target
density), which is the maximum number of standard cells that
can be placed in a given area. Since we want to fit all the gates
into half the area, we simply double the capacity of the chip.
Any existing 2D placer can be modified for this purpose, and
we choose to implement our own version of KraftWerk2 [12].
Clearly, the HPWL obtained after such a placement represents
the HPWL of a M3D IC where all the tiers have been projected
onto a single tier—the projected 2D HPWL.

The next step is to partition the gates such that each tier has
an equal number of gates, and the deviation from the initial
(x, y) location is minimized. An obvious approach to parti-
tioning the gates is a min-cut approach, and modifying the
traditional Fiduccia–Mattheyses [13] (FM) min-cut partitioner
is straightforward, an overview of which is given below.

First, we define partition bins in a regular fashion. Next, we
partition the design so that the cells in a given bin in the modi-
fied 2D result remain in the same bin after splitting. As will be
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discussed in Section VI-A, the choice of bin size affects solu-
tion quality greatly. This is because after partitioning, although
each bin in each tier will contain the correct number of cells,
these cells may not be distributed uniformly throughout the
bin. If the partitioning bin size is much larger than the global
placement bin size, we could potentially obtain large areas
of extra-dense cell placement and large areas of whitespace.
Therefore, top-off placement becomes necessary to obtain an
acceptable placement solution that meets target density within
each global bin.

Initially, we create a random, area-balanced (within each
partition-bin) solution. We define the gain of a cell as the
reduction in the cutsize if the cell’s tier is changed. A cell
is “legal” if moving it does not violate the area-balance con-
straints within its partition bin. While moving a single cell
from one tier to another will not affect the area balance too
much, this condition ensures that too many cells are not moved
from one tier to another.

Initially, we compute all the cell gains and store them in
a bucket structure. We also mark all the cells as “unlocked.”
Among all legal cells, we pick the one with the highest gain,
move it to the other tier, and lock it. Once a cell is moved,
only the gains of its neighbors (connected by a net) needs
to be updated. This process is continued until all the cells
are locked. This is termed a pass. We perform several passes
until no more cutsize gains are achieved. Due to the nature
of the incremental gain update, this algorithm runs in O(C)

time, where C is the number of cells. While the min-cut is
straightforward, MIVs are extremely small and there is no real
need to perform a min-cut on the netlist. Additional MIVs
can be tolerated, if there is good reason to use them. We
present a routability-driven partitioner in Section IV that uti-
lizes additional MIVs to reduce routing congestion, and hence,
routed wirelength (WL).

Note that while this approach may appear somewhat simi-
lar to the local stacking transformation (LST) presented in [8],
it is superior in one major aspect—the handling of preplaced
memory macros. The LST method obtains the initial (x, y)
locations of all the cells by scaling them from a legal 2D
placement, and hence has no way to handle preplaced mem-
ory macros in a 3D space. Handling them in our method
is straightforward, and will be discussed in the following
section.

B. Handling Memory Macros

In a M3D design, hard macros such as memory are bound
to be preplaced. In this section, we discuss how to handle
these memory macros while still leveraging 2D IC tools. Let
td be the target density required in the final, post-partitioned
M3D design, and t′d be the target density in the modified 2D
placement. Consider the preplaced memories in both tiers as
shown in Fig. 3(a). First, we project both these tiers onto the
same plane as shown in Fig. 3(b). Those regions that have
two memories overlapping cannot contain cells in any tier,
and hence will have t′d = 0. Those regions that have only one
memory can contain cells in the tier where the memory is not
placed. To reflect this fact, the target density in those regions
will not be doubled, or t′d = td, as shown in Fig. 3(c). Finally,

(a)

(b) (c)

Fig. 3. Handling preplaced memory macros. (a) Initial preplaced locations.
(b) Projection of both tiers onto the same plane. (c) Modifying the target
density to represent memory locations. t′d is the target density in the modified
2D placement and td is the required target density in the final M3D design.

the regions not containing memory will have cells of both tiers
placed, and hence t′d = 2td.

Handling these region-specific target density constraints is
straightforward in the Kraftwerk placement system. In order to
remove overlap between cells, it maintains a supply/demand
system of placement space. The chip is divided into fine mesh
tiles, and each mesh tile has a supply td. Each cell has demand
1 on each mesh tile that it occupies. Solving the Poisson equa-
tion of supply minus demand gives the direction and amount
to move each cell in order to equalize supply and demand. In
this system, we can easily set the supply of each fine mesh
tile to be td or 2td depending on our requirement.

The partitioning process can also be modified easily. The
regions with memory overlap in both tiers do not have cells,
and need not be partitioned. Those cells placed in the regions
with a single memory macro are moved to the tier not con-
taining memory. Finally, the regions with cell overlap are
partitioned as usual.

IV. ROUTABILITY-DRIVEN PARTITIONING

The first step in building a routability-driven partitioner is
to estimate the routing congestion in the M3D IC. The routing
congestion is measured as the total routing overflow, which is
the routing demand minus routing supply on all the global
routing edges in the chip. The routing supply is determined
from the number and pitch of metal layers, and this section
discusses how to determine the 3D routing demand. With this
congestion model, we then describe how to repartition the
M3D IC to reduce routing congestion.

A. Prior Work

While this is the first work to discuss a M3D routing demand
model, this topic has been explored extensively for 2D ICs.
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(a) (b)

(c) (d)

Fig. 4. Construction of a 3D RST. (a) Points to be routed. (b) Project to
2D and construct a 2D rectilinear Steiner minimum tree (RSMT). (c) Expand
the 2D RSMT to a 3D RST. (d) If a cell changes tier, the 2D RSMT can be
reused.

The first approach is a grid-less approach [14], where the
demand of a net is assumed to be distributed evenly along all
possible Steiner tree combinations. This was extended to con-
sider the differences between horizontal and vertical segments
in [15]. These approaches are more suitable for routability-
driven placement, not partitioning, as both these papers try to
minimize the overlap of the net bounding boxes. The other
approach is to first decompose multipin nets into two pin
nets, and add each two pin net into the demand estimate. The
demand of each two pin net can be estimated either by maze
routing [16], rough global (LZ) routing [17], or probabilisti-
cally [18]. In this paper, we choose a probabilistic demand
model because: 1) it is extremely fast unlike maze routing
and 2) the predicted demand numbers are independent of net
ordering unlike LZ routing. The first property is necessary as
several solutions will be evaluated during partitioning, and the
second property is essential for a partitioner as each recom-
pute of the demand of the same two-pin net must yield the
same result.

B. Decomposing Multipin Nets Into Two-Pin Nets

In this section, we present our method of decomposing mul-
tipin nets into two-pin nets by constructing 3D rectilinear
Steiner trees (RSTs). Currently, no tool exists to efficiently
compute a 3D RST, so we project the net to 2D, construct a
2D RSMT, and then expand it back to 3D.

Consider the points to be routed as shown in Fig. 4(a). We
first project the points to a 2D plane and construct a 2D RSMT
using FLUTE [19] [Fig. 4(b)]. Now, while expanding this 2D
RSMT to a 3D RST, we already know the tiers of all the
fixed points. We then determine the tier of each Steiner point
by a majority vote of the tier of all of its neighbors. If any
ties are present, we break them in any arbitrary, deterministic
manner. A neighbor is defined as any point (Steiner or fixed)
that the current Steiner point is connected to. If a neighbor
does not have a tier determined yet, it is ignored during the
current iteration of the majority vote operation. For example,

Fig. 5. Legal route from A to B in a 4 × 3 × 2 grid. The top-view is limited
to two bends, while the unfurled view can have unlimited bends.

when we expand the 2D RSMT of Fig. 4(b), the tiers of the
three Steiner points that are connected to the fixed points are
determined first. They each have two neighbors in one tier,
and one undetermined neighbor. Therefore, they all lie in the
same tier as the fixed points that they are connected to. Next,
the tier of the middle Steiner point can be determined as the
top tier as it has two neighbors in the top tier and one in the
bottom tier. The resulting 3D RST is shown in Fig. 4(c).

Since we wish to perform move-based partitioning, we
need to be able to quickly evaluate the change in the topol-
ogy if the tier of a particular cell is changed. Since such
a change does not change the x- and y-co-ordinate of the
cell, the same 2D RSMT can be reused. We change the tier
of one cell and show the resulting 3D RST in Fig. 4(d).
We redo the expansion from Fig. 4(b), and only the quick
majority vote operation needs to be performed on the Steiner
points. Note that the Steiner point connected to the cell that
has changed tier now has an equal number of neighbors in
each tier. This tie can be broken in any deterministic man-
ner, and we choose to always go with the lower tier. Since
the middle Steiner point now has two neighbors in the bot-
tom tier and one in the top tier, it is also assigned to the
bottom tier.

As seen from this figure, a lot of the routing demand on the
top tier is offloaded to the bottom tier, with an unchanged 3D
bounding-box. Therefore, to evaluate the change in demand
if the tier of a given cell is changed, we need to: 1) redo
the majority vote operation for all nets connected to that cell;
2) delete the old topology (rip-up) of the changed two-pin
nets from the demand estimate; and 3) add the new topology
(reroute) of the changed two-pin nets into the demand estimate.
Handling each two-pin net is described next.

C. 3D Demand Model for Two-Pin Nets

We maintain a 3D routing graph for the entire chip. This
section assumes that we are looking only at that sub-graph
that a given two-pin net spans. Although this paper focuses
only on two tier M3D ICs, the model presented in this section
is general, and is applicable to any number of tiers.

An example 4 × 3 × 2 three-tier grid is shown in Fig. 5.
Assume that the net (A–B) spans a l×m×n routing sub-graph.
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We wish to compute the probabilistic routing demand con-
tributed by this two-pin net on each edge within this sub-graph.
One possible route from A to B is highlighted in red. Many
such legal routes exist, and a probabilistic demand model
assumes that each legal route is equally probable. Therefore,
the key to such a demand model is to correctly identify which
routes are legal.

We make two key observations that help us to derive the
demand model.

1) If we look at the 3D demand graph from the top-view,
each bend represents the usage of a local via. Since cur-
rent global routers try to minimize the usage of local
vias, we are limited to at most two bends (or local vias)
in the top view [17], [18].

2) We define a new view called the unfurled view,
which unfurls the routing graph along a legal route
(refer to Fig. 5).

In such a view, movement along either x or y directions
looks the same. In this view, irrespective of the number of
bends, the number of MIVs is always the same and equal to
exactly n − 1. For example, in Fig. 5, we always use 2 MIVs
to connect A and B, irrespective of the number of bends in the
route. Therefore, there are no limits to the number of bends
in the unfurled view.

Assuming the above constraints, the total number of routes
from A to B is (l + m) ×(l+m+n) Cn. First, given the top-view
constraint, the sum of all the probabilities along all the edges
that look identical in the top-view is given by

n∑

i=1

P(x,x+1),y,i = 1

l + m
×

⎧
⎪⎨

⎪⎩

(l − x), if y = 0

(x + 1), if y = m

1, otherwise.

(1)

A similar expression can also be written for all the y edges.
Next, in the unfurled view, all edges with the same (x+y) look
the same. Therefore, let i represent (x + y). Since there is no
limit to the number of bends, the routing probability on any
horizontal edge is given by a uniform probability distribution

P(i,i+1),z =
(i+z)Ci ×(l+m+n−i−z−1) C(l+m−i−1)

(l+m+n)Cn
. (2)

Equations (1) and (2) can be combined to give the routing
probability on any x-edge in the 3D graph

K3D =
(x+y+z)Cz ×(l+m+n−x−y−z−1) C(l+m−x−y−1)

(l + m) ×(l+m+n) Cn

P(x,x+1),y,z = K3D ×

⎧
⎪⎨

⎪⎩

(l − x), if y = 0

(x + 1), if y = m

1, otherwise.

(3)

A similar expression can also be computed for all the y
edges. Once the probabilities of the x and y edges have been
computed, the probability on each z edge can be computed by
visiting them in turn, and setting the probability to be the sum
of the probability on all incoming edges (toward A) minus the
sum of the probability on all the outgoing edges (toward B).

(a) (b)

Fig. 6. View of the top metal layer that contains MIV landing pads. (a) 2D
wire on the top metal layer blocks potential MIV landing pad slots. (b) If
MIVs connect to cells outside the current bin (external), they block other
MIVs. If MIVs connect to cells within the current bin (internal), they do not
block other potential MIV slots.

D. Interdependent Supply/Demand (IdS) Model

In 2D ICs, there are two types of tracks—x and y. Using an
x track does not affect the supply of y tracks, and vice-versa.
In M3D ICs, we also need to take into account the number
of z tracks available. These z tracks, however, are not inde-
pendent of the x and y track usage. Assuming that the top
metal layer is vertical, we illustrate this fact in Fig. 6. This
figure shows the top view of the top metal layer of one global
routing bin. The green squares represent potential MIV land-
ing pad sites whose pitch is determined by the pitch of the
top metal layer. There are three effects present that we wish
to model First, assume that a 2D wire on the top metal layer
crosses this bin. As shown in Fig. 6(a), this 2D route blocks
potential MIV landing pad sites, and hence reduces the 3D
supply. Next, as shown in Fig. 6(b), if a MIV lands on the
top metal layer (from the other die), and continues onto a
different global routing bin, we term this an externally used
MIV slot. Such connections use one MIV slot, but also block
others. Finally, if an MIV lands on the top metal layer but
connects to a gate within the same bin itself, we term it an
internally used MIV. As seen from this figure, it uses one
MIV slot but does not block other MIV slots. However, this
requires an entire via stack from the top metal to the low-
est metal to connect to the cell. This via stack causes via
blockages [20], which reduces the 2D supply in the lower
metal layers.

Let WB and HB be the width and height of the global routing
bin. NMH and NMV are the number of horizontal and vertical
metal layers, respectively. Let PHi and PVi be the pitch of the
ith horizontal and vertical metal layer, respectively. Note that
we ignore M1 as it is usually used for within-cell routing.
Therefore, the “first” metal layer is actually M2. Also, this
section assumes that the top metal layer has a preferred vertical
direction. The derivation can also easily be carried out if it is
horizontal.

If we assume that the top metal pitch is the only factor
determining the number of MIV slots, then the number of
vertical and horizontal MIV slots are: NH = WB/PNMV and
NV = HB/PNMH . However, not all these slots are accessi-
ble. This is because each metal layer only contributes a finite
number of tracks that can connect to MIVs in this bin. The
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number of MIV slots can then be given as

NMIV = 2NHNMV + 2NVNMH − 4NMVNMH. (4)

This can then be divided into a matrix with N′
H and N′

V
effective horizontal and vertical slots. It should be noted that
this routing-based constraint on the number of MIVs is far
more restrictive than computing the number of MIVs slots
available by simply looking at the whitespace available for
MIV insertion. It can be shown that even if all the above MIV
slots are utilized, it will occupy only 2–3% of the area of a
given placement bin.

Next, to determine the number of blocked MIV slots, we
first need to determine the number of 2D and 3D routes that
use the top metal layer. This requires metal layer assign-
ment, which is a complicated problem. Instead, we make the
simplistic assumption that the routes are assigned to metal
layers based on the inverse ratio of pitch, i.e., a larger pitch
metal will have fewer wires. Let NN,2D,i be the number
of 2D routes that cross the north edge on metal layer i.
Similar definitions can be made for 3D routes and the east,
west, and south edges. Let NN,2D be the total number of
2D routes crossing the north edge, and Pi be the pitch of
the ith metal layer. For each vertical metal layer i, we then
get NN,2D,i = NN,2D/(Pi.

∑
j(1/Pj)). We also make the pes-

simistic assumption that any 2D or 3D wire crossing an edge
goes all the way to the center of the bin. The number of
blocked MIV slots (assuming the top metal is vertical) can
then be given as

NMIV,Blk = 0.5N′
V(NN,2D,NMV

+ NS,2D,NMV
)

+ (
0.5N′

V − 1
) (

NN,3D,NMV
+ NS,3D,NMV

)
. (5)

The first term in the above equation represents the num-
ber of MIV slots blocked by 2D wires and the second-term
represents the number of MIV slots blocked by external MIV
connections. The actual number of MIV slots can be obtained
by subtracting (5) from (4).

The next step is to calculate the 2D supply reduction due to
the via blockages introduced by MIV connections. Let Nint,3D
be the number of internal MIV connections in this bin. We
divide each bin into four quadrants, numbered one through
four, in the usual naming convention. The number of vias in
the first quadrant, on metal layer i, can then be given as

Nvia,1,i = 0.25Nint,3D +
∑

j<i

0.5
(

NN,3D,j + NE,3D,j

)
. (6)

If Wvia,i is the width of the via on metal layer i, then the
fraction of metal layer i in the first quadrant that is blocked
by vias is given as [20]

Bvia,1,i =
√

Nvia,1,i(Wvia,i + 0.5Pi)

0.25WBHB
. (7)

Based on this, the actual 2D supply on the north edge of
the routing bin is given as

SUPN = WB

NMV∑

i=1

(1 − 0.5(Bvia,1,i + Bvia,2,i))/Pi. (8)

Algorithm 1: Our Min-Overflow Partitioning Heuristic

1 Function MinOverflow()
2 demandEstimate →Clear() ;
3 Stage(build) ;
4 Stage(refine) ;

5 Function Stage(type)
6 if (type == build) then
7 ∀n ∈ N : n →valid = false ;

8 Sort N in descending order of bounding-box ;
9 foreach n ∈ N do

10 if (type == build) then
11 demandEstimate →AddRST(n →rst) ;
12 n →valid = true ;

13 FM( n → cn) ;

Similar expressions can then be derived for all the other
edges as well.

E. Min-Overflow Partitioning

Given our 3D demand model, we can now perform
routability-driven (min-overflow) partitioning. We first per-
form a min-cut as described in Section III. We then perform
min-overflow partitioning on top of this solution. We use total
overflow as the metric to be minimized, which is defined as the
summation of the overflow on all the 2D and 3D edges in
the chip that are congested. The overflow-gain of a cell is then
the reduction in the total overflow when its tier is changed,
and it is computed by the procedure outlined in Section IV-B.

Let C be the set of all cells and N be the set of all the
nets in the design. In the min-cut partitioner, once a cell is
moved, only the gains of its neighbors needs to be updated.
However, the overflow depends on all nets that use a partic-
ular routing edge, not just those connected to this cell. If a
cell is moved, it affects several routing edges. Any other net
that uses the affected routing edges will now need to have its
overflow updated. Since the gain is defined for moving a cell,
all cells connected to such nets will also need to have their
gain updated. For cells connected to nets with large bounding
boxes, up to C cells will need to be updated every time it is
moved. This means that maintaining a priority queue with all
cells, such as in the default FM algorithm, would lead to a
time complexity of O(C2). This neglects the time necessary to
rebuild the queue, which adds a further O(log(C)) complexity.
Overall, this would lead to excessively large runtime, making
it infeasible. We now present a heuristic that reduces the time
complexity significantly.

Our heuristic is shown in Algorithm 1, with the top-level
function being MinOverflow(). Initially, the demand estimate
is cleared i.e., all nets are removed, and the utilization on
each routing edge is set to 0. Next, there are two stages,
build and refine, both of which are similar, and handled by
the Stage() function. In the build phase, all the nets are ini-
tially set to invalid. In both stages, the nets are then sorted
by bounding-box. This is because nets with a larger bounding
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(a) (b)

Fig. 7. Overview of our router-based MIV insertion methodology. (a) Technology and macro library exchange format (LEF) are modified to represent a
two-tier M3D IC. (b) Structure that is fed into the commercial router, which is then routed. The MIV locations are extracted and separate verilog/design
exchange format (DEF) files are created for each tier.

box have a greater impact on the routing graph, and will be
processed first. During the build phase, the 3D-RST of the
net currently being processed is added into the demand esti-
mate, and the net is set to valid. Next, irrespective of stage,
the FM() function (to be described later) is performed on the
cells of the current net. Note that in the build phase, the
demand estimate does not have all the nets included, only
the ones that have been processed so far. This is to avoid any
noise introduced by a bad initial random partitioning of the
unprocessed nets.

The FM() function is similar to the basic algorithm
described in Section III, with a few differences.

1) We use a heap instead of a bucket, as the gains are not
integer values.

2) We only look at a subset of cells that belong to a given
net.

3) When a cell is moved to another tier, we update the
gains of all cells within the current subset.

4) The gain function is the global max-overflow gain, con-
sidering all “valid” nets in the design, not just the current
net being processed.

The above heuristic adds one net at a time into the demand
estimate, maintaining a local optima of the global total over-
flow after each net is added. Once all the nets are added,
we go over each net again to further reduce the overflow.
This approach leads to a time complexity of O(N.(rmsNd )

2),
where rmsNd is the root-mean-square of the net degrees. This
value does not scale much with circuit size, and therefore, our
heuristic is more or less linear.

V. ROUTER-BASED 3D-VIA INSERTION

To continue with the P&R flow, we need to perform rout-
ing, and then parasitic extraction. However, current routers can
only handle 2D ICs, and the usual approach is to split the 3D
design into separate designs for each tier, each of which can be
routed independently. This requires the locations of the MIVs
to be known, so that they can be represented as I/O pins within
each tier.

Fig. 8. Screenshots of router-based MIV insertion. (a) All the gates are
placed in the same placement layer, but no overlap exists in the routing layers.
(b) Result after routing. The MIV locations are highlighted in red.

Once the partition of all cells are finalized, current
TSV-based placers perform a TSV and cell co-placement
step [9], [10] to determine the via locations. However, MIVs
are so small that they can actually be handled by the router,
and the only hurdle is the lack of an existing 3D commercial
router. In this paper, we present a method to trick existing 2D
commercial routers into performing MIV insertion.

An illustration of our approach is shown in Fig. 7. First,
all the metal layers in the technology LEF are duplicated to
yield a new 3D LEF with twice the number of metal layers.
Next, for each standard cell in the LEF file, we define two
flavors—one for each tier. The only difference between the
two flavors is that their pins are mapped onto different metal
layers depending on its tier. Next, each cell in the 3D space
is mapped to its appropriate flavor, and forced onto the same
placement layer. Note that this will lead to cell overlap in the
placement layer, but there will be no overlap in the routing
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TABLE I
VARIOUS BENCHMARKS CONSIDERED IN THIS PAPER

Fig. 9. Manual partitioning of the memories in the OS_T2 benchmark.
The memories belonging to each sub-module are partitioned, and placed in a
configuration similar to that in 2D.

layers (Fig. 8). We also place routing blockages in the via layer
between the two tiers, to prevent MIVs being placed over cells.
This entire structure is then fed into an existing commercial
router (Cadence Encounter). Once routed, we trace the routing
topology to extract the MIV locations, and generate separate
verilog/DEF files for each tier.

VI. EXPERIMENTAL RESULTS

We choose eight benchmarks, six of which are from the
OpenCores benchmark suite. We also choose two processor
designs, the OpenSPARC (OS_T2) and LEON3 cores. These
designs vary in size from a few tens of thousands of gates to
half a million gates. They are synthesized with a 28 nm cell
library, and their statistics are tabulated in Table I. Of these
eight designs, three have memory macros, as listed under the
memory area column in Table I. In addition to the clock period,
number of cells, and number of nets, we also tabulate the min-
imum number of metal layers with which our 2D placement
is routable. This is used as the number of metal layers for
both 2D and M3D versions of each design. The footprint area
of each design is chosen such that the standard cells have
a target density of 70%. All M3D designs are implemented
such that they have exactly 0% area overhead compared to
its corresponding 2D version, i.e., exactly 50% footprint area,
irrespective of MIV count. This condition also ensures that the
standard cells in the M3D design have a target density of 70%.

In order to obtain preplaced memory macro locations for
3D, we partition the memory macros architecturally. An exam-
ple of this for the OS_T2 benchmark is shown in Fig. 9.

The 2D design contains several modules such as load-store
unit (lsu), instruction-fetch unit (ifu), etc. We allocate roughly
half the memories in each module to each tier, and manually
place the memories to mimic the 2D placement as close as
possible.

We assume the diameter of each MIV to be 100 nm, with
a resistance of 2 � and a capacitance of 0.1 fF [5]. All routed
WL results presented have been both global and detail routed
using Cadence Encounter. After routing is complete, we dump
parasitics for each tier separately. We then feed the tier netlists
and parasitics, as well as the top-level parasitics (for MIVs)
into Synopsys PrimeTime, which stitches everything together.
We can then obtain the 3D timing and power, from which
we obtain power delay product (PDP) numbers. We now con-
duct several experiments that demonstrate the benefits and
scalability of our approach.

A. Impact of Partitioning Bin Size

As discussed in Section III-A, the choice of partition-bin
size affects the solution quality greatly. From the perspective
of cell displacement, smaller bin sizes are better. However,
smaller bin sizes mean more partitioning-bins, which leads to
more area-balance constraints the partitioner needs to satisfy.
More constraints imply a worse objective function, which
means a larger cutsize in the min-cut partitioner. Since we
care about routed WL and not just 3D HPWL, more 3D vias
mean that we need to find an appropriate whitespace location
for more MIVs, which may not always be feasible. Therefore,
a smaller bin size may not always lead to lower wirelength.
To quantify this effect, we run the min-cut partitioner on all
our benchmarks with varying bin sizes, and tabulate results in
Table II.

For each benchmark, we evaluate five different bin sizes.
We tabulate the MIV count after router-based MIV insertion
and the projected 2D HPWL which is the objective function of
the top-off placement. As expected, we see that increasing the
bin size always reduces the MIV count due to the partitioner
having more freedom, and also always increases the projected
2D HPWL as the final (x, y) location of cells deviates more.
However, the impact on routed wirelength is mixed, which is
due to the trade-off mentioned earlier. We observe that there
is a sweet spot in terms of bin size. Increasing the bin size
reduces the MIV count, which means that MIV insertion is
easier, which reduces the routed wirelength. However, increas-
ing the bin size too much means that the increase in projected
2D HPWL outweighs any benefits obtained from fewer MIVs.
This sweet spot is different for different benchmarks, but
Table II suggests that a bin size of 10–20 µm works well across
a wide range of designs, for this technology. Note that with a
different technology, this will bin size will need to change to
keep the number of cells per bin a constant. Since sweeping
the bin size is not feasible for each new benchmark, we choose
a partitioning bin size of 20 µm for all benchmarks, and all
subsequent results presented in this paper assume this bin size.

B. Impact of Router-Based MIV Insertion

The conventional method for 3D via insertion is to per-
form a post-place cell and 3D via co-placement [9], [10].
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TABLE II
IMPACT OF PARTITION BIN SIZE ON SOLUTION QUALITY

TABLE III
IMPACT OF ROUTER-BASED MIV INSERTION. ENTRIES

MARKED WITH A ∗ ARE UNROUTABLE

In this section, we compare our router-based MIV insertion
scheme against this approach. For reasons that will be given
in Section VI-D, we assume that M3D has one metal layer
removed from the top tier.

We perform both placement-driven MIV insertion, as well
as our proposed router-driven MIV insertion and tabulate the
statistics in Table III. In this table, entries marked with a*
indicate that particular flavor is unroutable, and the wire-
length reported is on designs with many thousands of design
rule check (DRC) violations. Since reliable parasitic extrac-
tion cannot be performed on such designs, we only compare
wirelength and MIV count. As observed from this table, the
placement-driven MIV insertion often produces results that are
unroutable. In those cases that are routable, our router-based
MIV insertion improves the routed WL by up to 15%. This
is because the placement-based method tends to cluster vias
together, leading to large clumps of vias, and large areas with-
out any vias. When routing the placement-based method with
the commercial router, we observe no significant congestion

during the trial route or global route phase. However, the vias
are so small that it becomes difficult to route to them causing
huge issues during detailed routing. The router-based method,
although it has more MIVs (due to multiple vias inserted per
net), spreads them out over the area of the chip, increasing the
routability.

C. Impact of Routability-Driven Partitioning

We start with the min-cut solution, and perform routability-
driven partitioning with and without the IdS proposed in
Section IV-D. We also assume that one metal layer is reduced
from the top tier in M3D. We plot the supply, demand, and
overflow of the min-cut partition of mul_64 with and with-
out IdS in Fig. 10. From this figure, we see that in the case
of IdS, the supply of the MIV layer is reduced due to the
demand in the tier 1 top metal, and vice-versa. Clearly, not
considering IdS during min-overflow partitioning significantly
overestimates the MIV supply. Our results are tabulated in
Table IV.

When compared with the min-cut solution, we see that the
min-overflow partitioner without IdS can reduce the routed
WL by up to 4.30% (mul_64) and the PDP by up to 3.14%
(fft_256). On average, the min-overflow partitioner without
IdS gives 1.8% and 0.9% better wirelength and PDP respec-
tively. If, however, we consider IdS during partitioning, we
get up to a further 3.8% and 2.65% boost in the WL and
PDP, respectively. In this case, we can improve the min-cut
solution by up to 7.44% with respect to WL and 4.31% with
respect to PDP. This takes the average WL and PDP gain
over min-cut to 3.4% and 2.2%, respectively. We also observe
that the min-overflow solution without IdS underestimates the
congestion in the MIV layer, and, on average uses 25.2%
more MIVs than the min-cut solution. If IdS is considered
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TABLE IV
IMPACT OF ROUTABILITY-DRIVEN PARTITIONING

Fig. 10. Supply, demand, and overflow maps of the mul_64 benchmark for min-cut-based partitioning solution. If we consider IdS, we notice a significant
reduction in supply in densely wired areas, leading to more overflow. (a) Without IdS. (b) With IdS.

during partitioning, the MIV count increase over min-cut goes
down to 9.8%.

D. Reducing Metal Layers in M3D

Cost is one of the primary concerns that needs to be
addressed before 3D ICs can be widely adopted. If each tier
in a M3D IC uses the same number of metal layers as 2D, the
additional cost over 2D is the bonding of the empty silicon
wafer. One method to offset the increased cost is to reduce
the number of metal layers in 3D, reducing the total cost of
the chip.

We now explore reducing the number metal layers in M3D.
The default case is when both tiers have the same number
of metal layers as 2D (Table I). We term reducing one metal
layer from the top-tier alone as Tm1, and reducing one metal
layer from each of the top and bottom tiers as Tm1_Bm1. For
each of these cases, we perform min-cut partitioning, as well
as min-overflow partitioning, with and without IdS. We plot
the wirelength and PDP for all these cases in Fig. 11. We also
plot the curves for 2D as comparison.

The first thing we observe is that even with a reduced metal
count, all designs in M3D are able to be routed with zero DRC
violations. These designs were not routable with fewer metal
layers in 2D, so the fact that they are now routable indicates
that M3D reduces the routing demand significantly. The next
thing to note is that, as expected, reducing the metal layer
count increases the wirelength and PDP. The magnitude of
this increase depends on how congested the initial design is
to begin with. We also note that our min-overflow partitioner
helps both wirelength and PDP significantly. In many cases,
the Tm1 min-overflow (without IdS) result is better than the
min-cut with all metal layers. Similarly, the addition of IdS
into the partitioner gives a huge WL and PDP benefit. In sev-
eral cases, we can now reduce two metal layers and still have
lower WL than the min-cut case with all metal layers.

E. Application to F2F Bonding

So far, we have discussed the application of our approach
to M3D ICs only. However, our approach is general and is
applicable to any 3D technology where the via size is so small
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 11. Impact of reducing the metal layer count. “Tm1” (“Bm1”) stands for one metal layer removed from the top (bottom) tier. (a) fp_mul. (b) LEON3.
(c) nova. (d) rca_16. (e) aes_128. (f) jpeg. (g) OS_T2. (h) fft_256.

TABLE V
IMPACT OF ROUTABILITY-DRIVEN PARTITIONING FOR F2F DESIGNS

that the placement need not be aware of them. We now discuss
how our methodology is applicable to F2F technology that has
a different stack-up than the face-to-back style discussed so far.

The placement engine itself need not change. This is
because we can place a design as if it was face-to-back, and
then mirror the mask of the top tier with the center of the
die as the axis of symmetry. We now discuss how to mod-
ify our min-overflow algorithm and router-based via insertion
steps.

For the min-overflow partitioner, F2F without IdS is identi-
cal to the M3D partitioner without IdS. With IdS, only a few
changes need to be made. First, the supply in the F2F layer
depends on the top metal layer of both tiers, not just the top
tier. Therefore, (5) is computed for both tiers separately, and
the number of F2F via blockages is the maximum of the two.
Next, to calculate the 2D supply reduction, (8) is applied to
each tier independently.

For router-based F2F insertion, consider the modified tech-
nology LEF file as shown in Fig. 7(a). To represent F2F, all
we need to do is to reverse the order of the metal layers
of the top die. The stack-up will now be M1_1, . . . , MN_1,
MN_0, . . . , M1_0. Note that, we do not make any additional
modifications to the macro LEF file. We also do not have
to place any routing blockages over cells, as F2F vias do
not occupy silicon space. Finally, while tracing the routing

topology, we create the F2F landing pads on the top metal
layers of each tier. Each tier can then be routed indepen-
dently, and the mask of the top tier will be mirrored before
fabrication.

We assume F2F vias have a width of 0.5 µm, a resistance
of 0.1 �, and a capacitance of 0.2 fF. We assume the Tm1 case
discussed so far, and tabulate the routed WL and PDP for the
min-cut and min-overflow (with and without IdS) in Table V.
In this case, we observe that although the min-overflow par-
titioner without IdS gives an average WL reduction of 2%,
the PDP actually goes up slightly. This is due to overesti-
mation of the available F2F supply, and the more accurate
partitioner with IdS corrects this issue. We now observe an
average reduction of 3.9% and 2.2% in the WL and PDP,
respectively.

F. Overall Comparisons

We now compare the WL and PDP numbers of 2D, and the
M3D and F2F designs obtained after partitioning with IdS. The
results are tabulated in Table VI. From this table, we observe
that M3D offers up to a 25.6% WL benefit and 16.6% PDP
benefit. On average, M3D offers 19.9% and 11.8% WL and
PDP benefit, respectively. In contrast, F2F offers up to 23.8%
WL benefit and 14.6% PDP benefit. On average, we obtain
18.2% and 10.1% WL and PDP benefit, respectively.



PANTH et al.: PLACEMENT-DRIVEN PARTITIONING FOR CONGESTION MITIGATION IN M3D IC DESIGNS 551

TABLE VI
OVERALL COMPARISONS

From this table, we observe that in general, F2F has slightly
worse numbers than M3D. This is because of the larger vias
sizes (necessitated by die-alignment) and the fact that connect-
ing two gates in 3D requires a stacked via through both tiers.
F2F also has other issues not considered here, such as the
requirement of being in a regular array, TSV required for I/O
connections to the chip, and the nonavailability of flip-chip
style packaging.

G. Application to Commercial 2D Engines

Our approach is general, and can be applied to any 2D
placement engine easily. In this section, we demonstrate how a
commercial engine, Cadence Encounter, can be used to obtain
M3D results. As described in Section III, we need to provide
region specific target densities of td and 2td. However, the
commercial tool cannot handle target densities greater than
one. Instead, we first halve the area of all the cells in the
library, which will place twice the number of cells in a given
area as before. Therefore, the requirements of having target
densities of td and 2td now directly correspond to regions with
target density 0.5td and td. Regions with target density td is
straightforward, and a target density of 0.5td can easily be
achieved by the use of partial placement blockages, which
are supported by any commercial tool. Once the placement
is complete, we can blow the cells back up to their original
areas, and use our partitioner.

Using this technique to get a modified 2D placement, we
apply our min-cut and min-overflow partitioners and tabulate
the results for the Tm1 case in Table VII. Since academic
tool licenses explicitly prohibit benchmarking against commer-
cial tool results, we normalize all numbers to the 2D results
obtained from Cadence Encounter. From this table, we observe
similar trends for all the partitioners, and the improvement of
3D versus 2D. We observe that the min-overflow partitioner
gives better results than the min-cut partitioner, and adding
IdS improves these results further, while reducing the MIV
count. Overall, we observe that M3D gives a 17.4% and 10.2%
improvement in WL and PDP over 2D, respectively.

VII. COMPARISON WITH EXISTING 3D PLACERS

We compare our placer against two existing techniques,
which were primarily developed for TSV-based 3D placement.
We first compare our paper with 3D-craft [9] which performs

true 3D placement, and next we compare with the partition-
then-place approach [10]. We do not compare against another
TSV-specific 3D placer [11], because the binary is not publicly
available, and hence, we cannot run it ourselves. In addition,
Hsu et al. [11] only presents absolute 3D WL numbers with-
out providing any 2D baseline number. It is therefore unclear
how much of the improvement comes from their 2D engine,
and how much from their 3D specific approach. Since our 3D
approach can easily incorporate any 2D engine, any engine
specific gains in [11] will also carry over to our approach.

A. Comparison With 3D-Craft [9]

Only the binary version of this tool is available, and it does
not support a target density driven mode. The cells are preset
to always be placed with a target density of 1, or without any
whitespace in between them. Such a placement solution will
not have any space for router-driven MIV insertion, and hence
is inherently not routable. For this reason, we only compare
the 3D HPWL in this section. In addition, the binary pro-
vided is not capable of handling preplaced hard macros such
as memory. Therefore, in this subsection, we only compare
the pure-logic designs.

We first run both our placer and 3D-craft with the number
of dies set to one to give us a 2D placement. Next, we run both
placers with the number of dies set to two, which gives us a
3D placement. We compare only the improvement in HPWL
when going to 3D. Our placer is run with a target density of
1 to match the preset setting of 3D-craft. 3D-craft also has a
via weight parameter in the cost function (as it is TSV-based),
which controls the number of 3D vias. We set this to 0 to
make the cost function purely 3D HPWL driven. We tabulate
the results of both our placer and 3D-craft in Table VIII.

From this table, we observe that both placement approaches
produce comparable wirelength improvements when going to
3D. Since we undertake some steps to minimize the MIV count
such as min-cut partitioning, we do not compare the MIV
count with 3D-Craft. The benefit of our placer comes not just
from comparable improvements in HPWL, but in the fact that
any 2D placer can be easily modified and coupled with our
partitioner to give high quality results. This was demonstrated
in Section VI-G, where we applied our partitioning engine to
2D placement results from a commercial tool.

B. Comparison With Partition-Then-Place [10]

This technique of 3D placement first performs partitioning,
and then simultaneous 2D placement of all the tiers while min-
imizing 3D HPWL. During placement, it looks at all gates
in the 3D space, but does not move gates between tiers.
Therefore, the initial partition solution is very important, as
it greatly affects solution quality. We use our own engine to
perform both types of placement, so they have identical 2D
numbers. In addition, the utilization of each circuit is set to
70%. Both placement solutions are taken through router-based
MIV insertion to get an accurate comparison of routed WL. To
generate initial partitions for the partition-then-place approach,
we modify an existing multilevel partitioner [21] to give us any
target cutsize between min-cut and max-cut.
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TABLE VII
IMPACT OF ROUTABILITY-DRIVEN PARTITIONING WITH CADENCE ENCOUNTER AS THE 2D ENGINE

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 12. Comparison of 2D, partition-then-place, and placement-aware partitioning methods. (a) fp_mul. (b) LEON3. (c) nova. (d) rca_16. (e) aes_128.
(f) jpeg. (g) OS_T2. (h) fft_256.

TABLE VIII
COMPARISON BETWEEN 3D-CRAFT AND OUR PLACER

First, we run the placement-aware partitioning approach and
compute the number of 3D nets it uses. Next, we generate par-
titions starting from this cutsize, in increments of ±5% of the
number of nets. The wirelength and PDP for all approaches
are plotted in Fig. 12. From these graphs, we observe that
choosing an appropriate cutsize is very important to the solu-
tion quality. We also observe that our approach gives the best
wirelength, without the need to sweep the cutsize. Since the
placer is not timing-driven, we expect, but cannot guarantee
that the PDP is the best, and we observe that it is the minimum
achieved in most cases, or very close.

VIII. CONCLUSION

In this paper, we have demonstrated that modified 2D place-
ment coupled with a placement-aware partitioning step is

sufficient to produce high quality M3D IC placement results.
We demonstrate that any 2D placement engine, including
commercial ones, can be used with our technique. We have
presented a router-based MIV insertion algorithm that makes
previously unroutable designs routable. We demonstrate that
unlike in 2D ICs, in M3D ICs the supply and demand are not
independent. We have developed a M3D demand model, and
used it to build a fast O(N) min-overflow partitioning heuris-
tic. We also demonstrate that our approach is equally valid for
other fine grained 3D technologies.
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