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3-D Integration

Young-Joon Lee, Student Member, IEEE, and Sung Kyu Lim, Senior Member, IEEE

Abstract—The nano-scale 3-D interconnects available in mono-
lithic 3-D integrated circuit (IC) technology enable ultrahigh
density device integration at the individual transistor level. In this
paper, we investigate the benefits and challenges of monolithic 3-D
integration technology for ultrahigh density logic designs. We first
build a 3-D standard cell library for transistor-level monolithic
3-D ICs and model their timing and power characteristics. Then,
we explore various interconnect options for monolithic 3-D ICs
that improve design quality. Next, we build timing-closed, full-
chip GDSII layouts and perform sign-off iso-performance power
comparisons with 2-D IC designs. Based on layout simulations,
we compare important design metrics such as area, wirelength,
timing, and power consumption of transistor-level monolithic
3-D designs with traditional 2-D, gate-level monolithic 3-D, and
TSV-based 3-D designs.

Index Terms—3-D integrated circuit (IC), logic design, low
power, monolithic integration.

I. Introduction

IT IS BELIEVED that in today’s logic designs, intercon-
nects dominate the timing and power of circuits; therefore,

reducing the interconnect length may improve the timing and
power of circuits. By stacking device layers in 3-D using
through-silicon-vias (TSVs), not only the footprint is reduced
but also the average distance among devices is reduced,
leading to a shorter total wirelength and better performance.
However, the shortcoming of TSV-based 3-D integrated cir-
cuits (ICs) is the area overhead [1] and the minimum keep-
out-zone of TSVs because of manufacturing issues such as die
alignment precision [2] and mechanical stress [3]. In addition,
the parasitic capacitance of TSVs is large (tens-hundreds of
fF ), which may degrade the timing and power of circuits.

To better exploit the benefits from 3-D die stacking, mono-
lithic 3-D technology is currently being investigated as a next-
generation technology. In a monolithic 3-D IC, the device
layers are fabricated sequentially, rather than bonding two
fabricated dies together using bumps and/or TSVs. When
the top layer is attached to the bottom layer, the top layer
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Fig. 1. Side view of a two-tier monolithic 3-D IC [5]. The MIV and ILD
stand for monolithic intertier via and interlayer dielectric. On the top tier, only
the first two metal layers (M1, M2) are shown. Objects are drawn to scale.
Unit is nm.

is a blank silicon. Alignment precision is determined by
lithography stepper accuracy, which is around 10 nm today.
Also, the top layer can be made very thin, around 30 nm [4].
Thus, monolithic intertier vias (MIVs) for vertical connections
are very small—about two orders of magnitude smaller than
through-silicon-via (TSV)—with a negligibly small parasitic
capacitance (< 0.1 fF). A side view of a typical monolithic
3-D IC is shown in Fig. 1. With these small MIVs, designers
can truly exploit the benefit of vertical dimension.

As discussed in [6] and [7], monolithic 3-D technology
enables a very fine-grained 3-D circuit partitioning. We can
divide standard cells into pMOS and nMOS parts, place them
in different layers, and connect them using MIVs, which we
call transistor-level monolithic 3-D integration (T-MI) in this
paper. Or, as in TSV-based 3-D ICs, we may place planar
cells in different layers and connect them using MIVs, which
is called gate-level monolithic 3-D integration (G-MI). In this
paper, we focus on T-MI that allows the highest integration
density possible. The comparisons among T-MI, G-MI, TSV-
based 3-D, and conventional 2-D designs are provided. In
addition, we study the power benefit of T-MI based on timing-
closed, detailed routing completed GDSII-level layouts and
sign-off analysis on timing and power. With our layout-based
simulations and in-depth analyses, we demonstrate how to
maximize the power benefit of T-MI technology. For fair
comparisons between T-MI and 2-D designs, timing is closed
on all designs (iso-performance), and power consumption is
compared.

0278-0070 c© 2013 IEEE
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The major contributions of this paper are as follows.
1) We explain how the 3-D standard cells for T-MI are

designed for high-density integration. Various practical
layout and design techniques for density and perfor-
mance are discussed. To the best of our knowledge, this
is the first work to characterize the timing and power of
the T-MI cells. We extract the internal RC parasitics of
our T-MI cells and characterize their timing and power
to compare them against 2-D counterparts.

2) We explore interconnect options for T-MI to address the
routing congestion problem. The metal layer structures
and their dimensions are varied. With layout-based ex-
periments, we provide detailed analysis on wirelength,
timing, and power metrics with several benchmark cir-
cuits. We also provide wirelength-binning-based analysis
to further understand the benefit of T-MI.

3) We present a power benefit study of T-MI. We perform
iso-performance comparisons between 2-D and T-MI
designs. In addition, we perform layout designs for
G-MI and TSV-based 3-D for comparison purposes.

The remainder of this paper is organized as follows. In
Section II, we provide background knowledge. In Section III,
we present our design methods for T-MI technology in detail.
In Section IV, we explore interconnect options for T-MI. In
Sections V and VI, we perform iso-performance comparisons
between 2-D and T-MI, as well as G-MI and TSV-based 3-D.
Finally, we conclude in Section VII.

II. Backgrounds

In this paper, we assume the monolithic 3-D IC fabrication
process from CEA/LETI [4]. Key features of their monolithic
3-D process flow are wafer-level molecular bonding with a thin
interlayer dielectric and a special salicidation process, under
a specific thermal budget.

One of huge benefits of monolithic 3-D technology is
the alignment precision between layers. In monolithic 3-D
ICs, this alignment between layers only depends on litho-
graphic alignment capability. Batude et al. [8] demonstrated
high alignment precision in monolithic 3-D ICs (σ ≈10 nm)
compared with TSV-based 3-D integration (σ ≈0.5 μm) [2].
The nano-scale alignment precision and the ultrathin silicon
and interlayer dielectric (ILD) layers enable nano-scale 3-D
interconnects.

A. Design Styles of Monolithic 3-D ICs

As shown in Fig. 2, we categorize the design styles of
monolithic 3-D ICs into two: gate-level (G-MI) and transistor-
level (T-MI). As in TSV-based 3-D ICs, in G-MI designs,
standard cells are planar (2-D) and each layer contains multiple
metal layers. However, in G-MI, device layers are fabricated
sequentially, and MIVs are much smaller than TSVs.

The T-MI designs are different from G-MI.
1) Most of the 3-D interconnects are embedded in the 3-D

cells.
2) pMOS and nMOS transistors are on different layers, thus

manufacturing processes can be optimized separately per
layer.

Fig. 2. Design styles of monolithic 3-D ICs. (a) T-MI. (b) G-MI.

3) Physical layout (placement, routing, optimization, etc.)
can be performed using existing 2-D electronic design
automation (EDA) tools with a little modifications.

In contrast, G-MI or TSV-based 3-D ICs require 3-D-aware
physical layout engines. Currently, no commercial EDA tool
can handle multiple dies together, especially for optimizations.
Thus, previous works [9] and [10] rely on die-by-die optimiza-
tions with timing constraints on the die boundary. However,
the design quality with this approach is suboptimal because
the optimization engine cannot see the whole 3-D paths.1

B. Related Works

The monolithic 3-D fabrication technologies were proposed
and demonstrated in [4] and [11]. Currently, there are a
few related works on the design of monolithic 3-D ICs.
Jung et al. [12] demonstrated the single-crystal thin-film-
based process for their SRAM design, which reduced the
SRAM cell footprint by 46.4%. Recently, Golshani et al. [13]
demonstrated the monolithic 3-D integration of SRAM and
image sensor. Also, Naito et al. [14] demonstrated the first
3-D FPGA design implementation based on a monolithic
3-D IC technology. These works [12]–[14] were application-
specific, meaning that a general design methodology for logic
designs was not presented.

Recently, logic design methodologies for monolithic
3-D technology were demonstrated in [6] and [7]. Yet, the
presented design techniques and interconnect options did not
resolve the routing congestion problem in transistor-level
monolithic 3-D designs, which may degrade the design quality
much. The routing congestion problem was addressed in our
recent work [5]. However, timing was not closed in these
works [5]–[7], which makes the timing and power comparisons
non-practical and unfair. Since better timing can be traded
with lower power consumption, it is essential that all the
design options under consideration are timing-closed to allow
iso-performance power comparison. In addition, these works
assume that the timing and power characteristics of 3-D mono-
lithic gates are the same as 2-D gates and did not demonstrate
why that is a reasonable assumption. The authors also did not
provide in-depth analyses and discussions on why monolithic

1The optimization limitations are presented in Section VI-A.
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Fig. 3. Overall design and analysis flow for T-MI. Shaded boxes highlight
differences in T-MI. The WLM means wire load model.

3-D technology reduces power consumption and what factors
affect the power reduction margin. This knowledge is crucial to
maximize the benefit and justify on-going and future research
on fabrication and design technologies for monolithic 3-D ICs.

III. Design Methodologies

In this section, we explain our design methods for T-MI
technology in detail. Various practical considerations for high
density and high performance T-MI designs are discussed.

A. Overall Design and Analysis Flow

One of the major benefits of T-MI is that existing 2-D
EDA tools can be used, with simple modifications if needed.
We extensively use commercial EDA tools in this paper. Our
design and analysis flow, summarized in Fig. 3, consists of
four parts: 1) library preparations; 2) synthesis; 3) layout;
and 4) analysis. In the library preparation part, we prepare
T-MI-specific library files. We synthesize the RTL codes of
benchmark circuits using Synopsys Design Compiler. In the
layout part, we perform placement, routing, and optimizations
using Cadence Encounter (v10.12). Finally, we perform static
timing analysis and static power analysis.

Our major efforts for T-MI design flow are spent on T-MI
cell library construction and characterization, T-MI intercon-
nect structure modeling, and T-MI wire load modeling. We
modify the technology files and design rules to account for
additional layers on the bottom tier, as well as additional
metal layers on the top tier (Section IV-B). Using Cadence
Virtuoso, we create our T-MI cells by modifying existing
2-D cells. The cells are then abstracted to create the T-MI
physical cell library. We also build interconnect RC libraries
using Cadence capTable generator and QRC Techgen. For
synthesis, we create the T-MI wire load models that reflect
reduced wirelengths with T-MI. The T-MI wire load models
guide synthesis optimizations; with shorter wirelengths, the
synthesized netlist of T-MI contains weaker cells and less
number of buffers than that of 2-D, for the same clock period.

Fig. 4. Layout of an inverter from (a) Nangate 45-nm library and (b) our
T-MI library. P, M, and CT represent poly, metal, and contact. The suffix B
means the bottom tier. MIV means monolithic intertier via. Top/bottom tier
silicon substrate and p/nwells are not shown for simplicity. The numbers in
parentheses mean thickness in nm.

For layout construction, we first run Encounter placer.
The tool recognizes T-MI cells as the cells with pins on
multiple layers. For routing, we set up Encounter to utilize the
additional metal layers on bottom and top tiers. Since our T-MI
cells contain routing blockages on the MIV layer, the router
avoids routing through the top tier part of the cells. Using our
T-MI interconnect library that reflects the T-MI metal layer
structures and materials, we perform RC extraction on all the
nets in the layout. Our full-chip timing/power optimizations
and analyses for T-MI and 2-D are the same, because the
entire T-MI design (top/bottom tiers) is captured in a single
Encounter session. We perform static power analysis with the
switching activity of the primary inputs and sequential cell
outputs at 0.2 and 0.1, respectively.

B. Monolithic 3-D Cell Design

1) Cell Design Methodology and Discussions: We design
our T-MI 3-D cells using the (2-D) standard cells in Nangate
45 nm library [15] as our baseline. As shown in Fig. 4, we
fold the 2-D standard cells into 3-D and create T-MI 3-D cells.
The thicknesses of top/bottom tier silicon substrates and ILD
are 30 nm and 110 nm, respectively. The diameter of MIV is
70 nm. Note that by folding, cell pins (A, Z) are on both tiers.
We prefer to place the pMOS transistors on the bottom tier and
the nMOS on the top tier. In Nangate 45-nm library, p/nMOS
transistors show hole/electron mobility skew. To compensate
the difference, in Nangate 45-nm library, a pMOS is larger
than the corresponding nMOS. Since extra silicon space on
the top tier is required for MIVs [not on the bottom tier—
see Fig. 4(b)], placing pMOS transistors on the bottom tier
balances top/bottom silicon area usage. However, we should
also consider manufacturing aspects in deciding the p/nMOS
layer assignment.2

After folding the cell, VDD and VSS strips are overlapping,
as shown in Fig. 4. The power to VDD on the bottom tier
can be delivered down through arrays of MIVs, placed apart

2In sub-32 nm nodes, due to advanced channel engineering techniques, the
hole/electron mobility is about the same.
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from the VSS strip. We may need extra space for these VDD
MIVs. Yet, power delivery network (PDN) design and IR-
drop analysis are outside our scope. Also, since VDD and
VSS strips are overlapping, it may act as a small decoupling
capacitor. However, in the extracted cell internal RC data for
our inverter cell, the coupling capacitance (or cap) between
VDD and VSS strips is around 0.01 fF, which is small
compared with other cell internal parasitic capacitances.

The transistor model in Nangate 45-nm library is PTM
45 nm with bulk silicon technology [16]. In monolithic 3-D
technology, because of the structure, top tier transistors are
similar to silicon-on-insulator devices [4]. However, in this
paper, we assume the same transistor model for T-MI and 2-D
cells, because: 1) the original Nangate 45-nm library is based
on bulk silicon technology; and 2) if we assume both devices
and interconnect structures in T-MI are different from 2-D,
it becomes harder to understand which factor contributes to
power reduction, by how much.

Our standard cell design method differs from IntraCell
Stacking in [6] for three major reasons.

1) We place pMOS transistors on the bottom tier and nMOS
transistors on the top. If pMOS is on the top tier as in
[6], we need extra space for MIVs, which increases the
cell footprint.

2) We apply our cell folding technique on the original
2-D standard cell layouts. Compared with the IntraCell
Stacking technique in [6] that requires a complete re-
design of internal connections, our method is straight-
forward and provides opportunities for reducing internal
RC parasitics.

3) We place VDD/VSS strips of standard cells on the bot-
tom side in different tiers. Compared with the intracell
stacking in [6] that places power/ground rails on the
top/bottom side of the standard cells, our method further
reduces the cell footprint because M1/MB1 routing
space is even for the top and bottom tiers.3

Our T-MI cells preserve the same transistor sizes as in the
original 2-D cells. GDSII layouts of some of our T-MI cells
are shown in Fig. 5. The T-MI cell height is 0.84 μm, which
is 40% smaller than the original 2-D cell height (1.4 μm).
Thus, cell footprint reduces by 40%,4 which is more than the
reported values in [6] (about 30%).

When designing T-MI cells, care should be taken to reduce
cell internal RC parasitics. As shown in Fig. 4(b), the path
from the pMOS on the bottom tier to the nMOS on the top tier
consists of CTB, MB1, MIV, CT, M1, then CT to diffusion.
This 3-D path may become larger than the original 2-D path
and may increase cell internal parasitic RC. Similarly, the
path from the PB on the bottom tier to the P on the top
tier consists of multiple layers. To reduce cell internal RC
parasitics, it is important to minimize the lengths of 3-D paths.
To achieve shorter 3-D paths, we should place MIVs close
to the connecting transistors. We also need to utilize direct
source/drain (S/D) contacts [Fig. 5(c)]. The direct S/D contacts

3This may incur small area overhead for PDN to MB1.
4The reasons why it is not 50% are: 1) p/nMOS size mismatch incurs extra

space on nMOS side, and 2) MIVs require extra space on the top tier.

Fig. 5. Layout snapshots of our T-MI cells. The S/D means source/drain.
The p/nwell and implants are not shown for simplicity.

reduce the detour in the 3-D paths and unnecessary RC
parasitics.

2) Comparison of T-MI and 2-D Cells: We examine
the cell internal RC parasitics of 3-D and 2-D cells and
the impact on timing/power. In previous works [5]–[7], the
authors assumed that the delay and power of 3-D cells are
the same as 2-D cells and used 2-D timing/power library.
Batude et al. [4] fabricated a transistor-level monolithic
3-D IC and measured the top/bottom transistor performances.
They reported that the differences between 3-D transistors and
baseline 2-D transistors were negligible. Yet, the delay and
power of cells are also affected by cell internal RC parasitics.
From Fig. 4(b), we can conjecture that there are coupling
capacitances among PB, CTB, MB1, MIV, CT, and M1.
Using Mentor Graphics Calibre XRC with electromagnetic-
simulation-based extraction rules, we extract these capacitance
values, as well as resistances and transistors from our T-MI
cell layout. Then, we generate a SPICE netlist of the cell that
consists of transistors and parasitic RC components.

Since Calibre XRC is designed for 2-D ICs, it can only
model one diffusion layer. Due to this tool limitation, top
tier diffusion layer can be modeled as either dielectric or
conductor. Even though the top tier silicon is doped (low
resistivity) and the bodies of top tier trasistors are tied to the
ground, we expect that some amount of electric field may
penetrate the top tier silicon and coupling among top and
bottom tier objects (M1, MB1, P, PB, etc.) may exist. When
we assume that the top tier silicon is dielectric, the coupling
between top and bottom tier objects would be overestimated;
when it is conductor, the coupling would be underestimated.
The real case would be between these two extreme cases.

The total cell internal RC values, extracted from the original
2-D cells and our 3-D (T-MI) cells, are shown in Table I.5 For

5In this paper, we assume that copper is used for MB1. In a separate cell
characterization run, we also assumed tungsten for MB1 [6]; however, no
noticeable difference was found in cell timing and power.
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TABLE I

Cell Internal Parasitic RC Values. The 3D-c Means 3-D With

Top Tier Silicon Modeled As a Conductor

TABLE II

Delay and Internal Power Consumption of Cells With Various

Input Slew and Load Capacitance Conditions. The Library Uses

Different Input Slew Settings for DFF. The Values in the

Parentheses Mean the Percentage Ratio of 3-D to 2-D

the 3-D case, the results with top tier silicon as both dielectric
(3-D) and conductor (3D-c) are shown. From the results, we
observe the followings.

1) For INV, NAND2, and MUX2, the R values of 3-D
are noticeably smaller than 2-D counterparts because we
reduce the length of poly and metal lines inside the cells,
using 3-D interconnects.

2) The C values of 3-D are comparable with those of
2-D—the 2-D value is between 3-D and 3D-c.

3) For DFF, both R and C of 3-D are larger than 2-D
counterparts. Due to the complex internal connections,
we could not create a 3-D cell layout that matches RC
parasitics of 2-D. In summary, depending on the cell
layout complexity, the internal RC ratio between 3-D
and 2-D may vary.

Yet, the delay and power of the cells are more important
metrics. We perform cell timing/power characterizations using
commercial softwares. The SPICE netlists obtained from the
previous RC extractions are fed into Cadence Encounter
Library Characterizer, which runs SPICE simulations to char-
acterize delay and power of cells under various input slew and
load capacitance conditions. The delay/power of 3-D and 2-D
cells are shown in Table II. The values are obtained from the
data tables in the characterized Liberty library. The delay is
the cell internal delay including load effect, and the power is
the dynamic power consumed within cell boundary (including

short circuit power and power for gate/parasitic capacitances).
We observe that for INV, NAND2, and MUX2, the delay
and power of 3-D are slightly better than 2-D, whereas for
DFF, they are a little worse. In addition, as the input slew
and load capacitance condition changes from fast to slow
case, the difference between T-MI and 2-D becomes smaller.
Note that depending on cell design quality and manufacturing
technology, the results may change. We believe that with
proper cell designs, the delay and power of 3-D cells could
be similar to 2-D counterparts.

C. Full-Chip Physical Layout

With the libraries built for T-MI, we proceed to full-chip
layout experiments. Using Synopsys Design Compiler, we
synthesize the benchmark circuits based on our T-MI standard
cells and benchmark design constraints. These benchmark
circuits are summarized in Table III. Next, we build physical
layouts of the circuits using Cadence Encounter. Starting from
floorplaning, we perform power delivery network planning,
timing-driven placement of cells, clock synthesis, and timing-
driven routing. Since a T-MI cell contains both the top and the
bottom tier parts and MIVs as a single unit, the placer places
the cells in a 2-D fashion without any overlap between cells.
The T-MI cells have pins on the first metal of both the bottom
and the top tiers [MB1 and M1 in Fig. 8(b)].

Unlike the metal layer assumption in [6], we allow our
router to use the metal layer on the bottom tier [MB1 in
Fig. 8(b)] for routing as well [5]. In this setup, the timing-
driven router in Encounter chooses which pin on which
layer to connect to, based on routing congestion and timing
information.

After routing is finished, we perform RC extraction of nets,
which is required for timing and power analysis. Once the
RC information and the netlist are available, static timing
analysis (STA) engine handles the entire top and bottom tiers
at once, providing true 3-D STA results. Using Synopsys
PrimeTime PX, we perform static power analysis. We assume
certain switching activity values at the primary input pins
and the flip-flop outputs (0.2 and 0.1, respectively). Then,
the tool propagates switching activity information to the rest
of the circuit. Based on the switching activity and library
information, power calculation is performed.

Layout snapshots of AES (Table III) are shown in Fig. 6.
In the zoom-in shots, cells, signal nets, and power rails are
shown. For the top tier, only the first two metals (M1 and
M2) are shown. We observe that Encounter places and routes
T-MI cells without any problem. Note that MIVs used in net
routing are placed in the white spaces between cells, avoiding
any contact. Since we use the state-of-the-art EDA software
for layout, the quality of placement and route is very good.

IV. Exploration of Metal Layer Options

The metal layer structure of T-MI is dramatically different
from conventional 2-D or TSV-based 3-D. In this section,
we explore the metal layer options for T-MI that enable
ultrahigh density integration. For this exploration, we use the
benchmark circuits in Table III. Note that in this section,
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Fig. 6. Layout snapshots of the benchmark circuit AES. On the right,
zoomed-in view shots of the top and the bottom tier are shown. Black
and purple squares indicate the MIVs used for net routing and cell internal
connections, respectively.

TABLE III

Benchmark Circuits Used for Metal Layer Option Exploration

TABLE IV

Pin Density of the Benchmark Circuits. Cell Area and Pin

Density (= #Cell Pins / Cell Area) Are Shown in μm2
and

pins/μm2
, Respectively

we do not perform layout optimizations yet, to highlight the
timing/power differences between interconnect options. Also,
the same synthesized netlist is used for all design options.

A. Routing Congestions in T-MI Designs

Our preliminary study shows that routing congestion is a
major problem in T-MI designs. Since our T-MI cells occupy
40% smaller footprints than the original 2-D cells, the overall
chip footprint is reduced by about 40%. Yet, the number of
cell pins to connect stays the same. As shown in Table IV, the
pin density of T-MI becomes much higher than that of 2-D.
For instance, the pin density of the T-MI design for AES is
66% higher than that of the 2-D design. The nets need to be
routed within 40% smaller footprint, which means increased

Fig. 7. Routing congestion map of VGA with (a) 2-D and (b) T-MI. Black
X marks show design rule violations due to routing congestions.

routing demand per unit area (or routing tile). The additional
metal layer on the bottom tier of T-MI (MB1) can be used
only for local interconnects because the MB1 strips inside
cells (internal wires and pins) block cell-to-cell routing. Thus,
the routing capacity (#routing tracks per routing tile) of T-MI
per routing tile (= a tile in N × N grid for global routing) is
almost the same as that of 2-D and cannot satisfy the much
increased routing demand. To satisfy the high routing demand,
we need to increase the routing capacity.

Routing congestion maps of the 2-D and the T-MI de-
sign for a benchmark circuit are shown in Fig. 7. It is
evident that T-MI shows more severe routing congestions than
2-D.6 Because of metal layer changes and detours to deal
with routing congestions, the timing and power quality of T-
MI is also degraded. In addition, we observe that the routing
congestion becomes more severe with timing optimization
because the optimizer inserts buffers and breaks a complex
cell into a group of simpler cells to improve timing, which in
turn increases pin density considerably.

This routing congestion problem is unique in T-MI technol-
ogy; it does not happen when the technology node is scaled
down, because local metal dimensions and cells shrink at about
the same rate. It does not happen for G-MI or TSV-based 3-D
ICs either, because enough metal layers are available on each
tier and the routing demand is satisfied.

To enable high density and high performance designs in
T-MI technology, the routing congestion problem needs to be
mitigated. Increasing the footprint of T-MI designs to reduce
routing congestion is not a good idea because this reduces
device density. In our study, we consider two kinds of metal
interconnect modifications: 1) adding more metal layers, and
2) reducing metal dimensions.

B. Impact of Additional Metal Layers

1) Additional Metal Layer Options: Adding more local
metal layers is an effective way to increase routing capacity
and reduce congestion. The most area-efficient way is to add
local metal layers because of the small pitch. We believe that

6The overall over-congestion rate (reported by Encounter, calculated from
metal layers with maximum shortage) is 0.30% for 2-D case and 4.36% for
T-MI.
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Fig. 8. Metal layer stack options. (a) 2-D, (b) baseline T-MI. (c) 3 local metal
layers added to the top tier, (d) 3 local metal layers added to the bottom tier.
ILD stands for interlayer dielectric between the top and the bottom tier. The
bottom tier substrate and ILD for metal layers are not shown for simplicity.
Objects are drawn to scale.

TABLE V

Summary of Metal Layers in the 2-D Design Option. We Use

Eight Out of Ten Metal Layers in the Nangate 45 nm Library.

Unit Is nm

more investment will be made to allow additional metal layers
on the top and/or the bottom tier of monolithic 3-D ICs if
there is a clear evidence that they improve the design quality
of T-MI significantly. The baseline metal layer dimensions are
summarized in Table V. As shown in Fig. 8, we now have
three metal layer stack options for T-MI.

1) 1BM: This is our baseline T-MI layer stack with one
bottom tier metal layer.

2) 3TM: We add three additional (local) metal layers to the
top tier. As a result, we have total six local metal layers
on the top tier.

3) 4BM: We add three metal layers to the bottom tier. As
a result, we have total four local metal layers on the
bottom tier.

Due to manufacturing issues (low thermal budget), Bobba
et al. [6] suggested tungsten is suitable for bottom tier metal.
However, in this paper, we assume copper because a copper-
based manufacturing process may be developed. Besides, MB1
is mostly used for short interconnects such as within cells or

TABLE VI

Comparison of Timing and Power of a Cell With and Without

via Stack RC. The Values Are From the Timing/Power Tables of

the Characterized Libraries

short nets. From our layout simulations, we found that the
wirelength of MB1 for net routing is usually less than 1% of
the total wirelength. Thus, the impact of MB1 material on the
timing and power of a whole circuit is minimal. When tungsten
is used, IR-drop on the VDD strips could be an issue, which
is outside our scope.

2) Via Stack Modeling for 4BM: In the 4BM case, as
shown in Fig. 8(d), the connections from a pMOS on the
bottom tier to an nMOS on the top tier are made through
metal and via layers on the bottom tier (MB1-4, VB1-3) and
MIVs, which we call via stack in this paper. The physical size
of a via stack is considerably larger than that of a single MIV.
In addition, there could be metal interconnects surrounding a
via stack, which may increase its coupling capacitance. Thus,
we investigate the impact of RC parasitics of these via stacks
on the timing/power of 4BM cells.

Using Synopsys Raphael, the capacitance of a via stack is
extracted [5]. The capacitance of a via stack (Cvs) reported
by Raphael is 0.123 fF. The resistance of a via stack (Rvs)
is dominated by the resistances of local vias (VB1-3) and the
MIV. From the values in the technology definition file, the
calculated Rvs is 20 �, which includes contact resistances.

A lumped RC model of a via stack is incorporated into
the SPICE netlist of each standard cell to characterize its tim-
ing/power behavior. The Cvs and Rvs of via stacks are inserted
at the corresponding SPICE nodes. Then, we run Cadence
Encounter Library Characterizer to characterize the timing and
power of the modified standard cell for the 4BM case.

In Table VI, we compare the timing and power of a buffer
cell with or without via stack RC. The delay includes both the
cell intrinsic delay and load-dependent delay, and the power is
the cell internal power, excluding wire switching and leakage
power. In general, when the load capacitance of a cell is small,
the impact of via stack RC on timing and power is large; the
impact becomes smaller with larger load capacitance. This
trend is observed in most of the cells. If a driving net is
very short and has a small load capacitance, the timing and
power of the driver may degrade by about 10%. From layout
simulations, we found that the overall degradation of timing
and power of the entire circuit is about 2%–3%, which is
significant. Thus, we incorporate via stack RC in all of our
4BM designs.
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TABLE VII

Comparison Between 2-D and Monolithic 3-D Designs. #Routing MIVs Means the Number of MIVs Used in Net Routing, Excluding

the MIVs Used Inside the Monolithic Cells. The WL, LPD, and TNS Mean Wirelength, Longest Path Delay, and Total Negative

Slack, Respectively. Total Power Includes Cell Internal, Switching, and Leakage Power. Clock Power Includes the Power of

Clock Buffers and Wires. The Values in Parentheses Show the Percentage Ratio to the 2-D Designs

3) Design and Analysis Results: For a cell driving a net
and the sink cells on the net, the delay (D) is

Dtotal = Dcell + Dnet (1)

Dcell = Dintrinsic + Dload−dependent (2)

Dload−dependent = fd(Cload, input slew) (3)

Cload = Cwire + Cpin. (4)

The Dintrinsic is the intrinsic delay of the cell. The
Dload−dependent is a function of Cload and the signal slew at
the cell input pin. Compared with 2-D designs, wires are
shorter in T-MI designs, which in turn reduces Cwire, Cload ,
and Dload−dependent . The Dnet also reduces as wires become
shorter. However, the overall delay improvement may not
keep up with wirelength reduction. If Cpin is larger than
Cwire, the Cload may not decrease significantly because Cpin

is not reduced. Moreover, Dintrinsic also contributes to Dcell.
Thus, depending on the circuit characteristics and layouts, the
delay improvement of T-MI may vary. Meanwhile, the power
consumption (P) of a cell is

Ptotal = Pinternal + Pswitching + Pleakage (5)

Pinternal = fp(Cload, input slew) (6)

Pswitching ∝ switching activity × Cload. (7)

The Pinternal is the power consumed for the objects within the
cell boundary, which weakly depends on Cload and the cell in-
put slew. When the input slew is larger, Pinternal increases. With
our standard cell library (based on Nangate 45 nm library),
Pleakage is usually much smaller than Pinternal and Pswitching.
The Pswitching is proportional to both the switching activity and
Cload . Assuming that the switching activity is the same for 2-
D and T-MI designs, the reduction of Cload in T-MI designs

is the main reason for the total power reduction. Note that if:
1) Cpin is more dominant than Cwire, or 2) Pinternal is more
dominant than Pswitching, the total power reduction of T-MI
designs caused by wirelength reduction may not be significant.

The design and analysis results for 2-D and T-MI design
options are summarized in Table VII. Placement utilization of
all designs is 70%. Compared with 2-D designs, the footprints
of T-MI designs are 40% smaller, while the total silicon areas
are 20% larger. Compared with 2-D, the total wirelength and
clock wirelength of all three T-MI design types are reduced by
about 20%. The total number of MIVs used in routing is about
the same for 1BM and 3TM, while 4BM utilizes considerably
more MIVs because the bottom tier metals are highly utilized
for routing.

The timing improvement of 3TM is the best among the
T-MI design types. For the largest circuit (FFT), the longest
path delay improvement of 3TM over 2-D is 39.7%. Note that
this timing improvement can be used toward power reduction
during the timing/power optimization; for the same target
clock speed, 3TM may use more power-efficient (slower)
cells to reduce power. However, the total power reduction of
T-MI designs is less significant than timing improvement. The
power reduction of T-MI designs over 2-D design is mostly
from reduced wire power. However, wire power is only a
small fraction of the total power. For instance, the wire power
of JPEG for 3TM is 39.2 mW, which is only 13.2% of the
total power. Depending on the quality of Encounter clock tree
synthesis (CTS) results, the clock tree power may decrease. We
observe that CTS usually produces the best results for 3TM
among T-MI designs, because the CTS quality is related to
the routing quality. The timing and power of 4BM designs are
generally worse than 1BM and 3TM designs mainly because
of the RC effect of via stacks inside cells.
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TABLE VIII

Impact of Additional Metal Layers for 2-D

TABLE IX

Minimum Width/Spacing of Metal Layers With Varied Metal

Dimension Reduction Ratio. First Metal Means the Lowest

Metal Layer of the Top/Bottom Tier. Unit Is nm

TABLE X

Unit Length Resistance and Capacitance of Local Metals With

Varied Metal Dimension Reduction Ratio. The Chigh and Clow

Are the Max/Min Total Wire Capacitance Per Unit Length,

Depending on the Surrounding Wires

C. Additional Metal Layers for 2-D

To see if the additional metal layers in 3TM majorly
contributed to design quality improvement over 2-D, we add
three metal layers to 2-D as well. 2DM: We add three local
metal layers to 2-D. The number of metal layers in 2DM
is the same as that of top tier metal layers in 3TM. As
shown in Table VIII, compared with 2-D, the additional metal
layers in 2DM do not reduce total wirelength. Compared with
2-D, the timing and power of 2DM improved a little, because
the additional metal layers reduced congestions and coupling
capacitances. However, the timing and power of 3TM are
still much better than those of 2DM. Thus, we conclude that
the design quality improvement of 3TM over 2-D is mainly
because of reduced footprint and wirelength.

Fig. 9. Wirelength binning analysis for FFT: (a) wirelength distribution,
(b) summed wirelength, (c) wirelength reduction, (d) power reduction. The
x-axis is in log scale and represents wirelength bins.

D. Wirelength-Binning-Based Analysis

To further understand the timing and power improvement
of T-MI, we plot the wirelength distribution. In Fig. 9(a), the
wirelength distribution of 2-D and 3TM designs for the FFT
circuit is shown. Yet, the wirelength distribution does not show
which kinds of nets (short/medium/long) provide how much
wirelength or power reduction. To answer this question, we
perform a wirelength-binning-based analysis. From the layouts
of 2-D and 3TM, we gather the metrics on each net such as
wirelength, wire/pin cap and power, and driving cell power.
We create wirelength bins by dividing wirelength range in log
scale. Depending on the wirelength of the net, we assign the
net into the corresponding wirelength bin. Then, we compare
the improvement of 3TM over 2-D for the wirelength bins.
Note that the improvement is calculated per net; for instance,
for the same net the wire cap of 3TM is compared with that
of 2-D.

From Fig. 9(b), we observe that the total wirelength per
wirelength bin is the longest for the medium length nets
(around 100 μm). Also, although there are only a few long
nets, the summed wirelengths of long nets are significant. Note
that for medium-long nets, the summed wirelength of 3TM is
much shorter than that of 2-D, as shown in Fig. 9(c). As a
result, the wire power reduction is larger for medium-long
nets, as shown in Fig. 9(d). Since long nets tend to be on the
critical path, reducing the wirelengths of long nets improves
the critical path delay significantly.

For the majority of the nets, the wirelengths are very short
(< 10 μm). For short nets, the pin cap (Cpin) is dominant over
the wire cap (Cwire). Thus, reducing the wirelengths of short
nets will not improve the timing and power much. It is clear
that wire power benefit is mostly from medium/long nets.
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TABLE XI

Total Wirelength, Longest Path Delay, and Total Power of AES, VGA, DES, and FFT With Reduced Metal Dimensions

E. Impact of Reduced Metal Dimensions
Another interconnect modification option to mitigate the

routing congestion problem is to reduce the width, spacing,
and thickness of metal layers. The local metal width/spacing
is close to the minimum feature size of the technology node.
However, if scaling down the metal dimensions brings large
benefits in design quality, process engineers are willing to
invest efforts toward it. Thus, the purpose of this metal
dimension reduction study is to explore the interconnect design
space for maximizing the benefit of T-MI; extreme scalings
(>20%) may not be manufacturable with the technology node
due to lithography limitations, chemical mechanical polishing
issues, etc. For all T-MI cases (1BM, 3TM, and 4BM), we
reduce the minimum metal width, spacing, and thickness of
all metal layers up to 40% by 10% step. The diameters of vias
and MIVs are also reduced to match the corresponding metal
layers. Table IX summarizes the reduced metal width/spacing.
Note that to keep the aspect ratio, the thickness of metal
layers is also reduced, which is not shown in Table IX. Per
each reduced metal dimension setting, the interconnect-related
libraries such as capacitance table are rebuilt. Note that we do
not modify the cell internal wires.

The unit length resistance and capacitance of local metal
layers with reduced metal dimensions are summarized in
Table X. As the width and thickness of a metal layer reduce,
the unit length resistance of the metal layer increases. In
constrast, the unit length capacitance of the metal layer does
not change much. Note that depending on the surrounding
wires, the unit length capacitance changes significantly
(Chigh versus Clow), mainly due to the difference in coupling
capacitance. With reduced metal dimensions, more routing
tracks are available. Thus, the router has a better chance for
improving timing by carefully routing metal wires to reduce
coupling capacitance. However, if the reduction ratio is too
high, the metal resistance may increase the net delay and
signal slew considerably.

Various design metrics of the JPEG circuit with varied metal
dimension reduction ratio are shown in Fig. 10. The wirelength

Fig. 10. Various results of JPEG with reduced metal dimensions.

generally reduces as metal dimensions reduce, because of less
routing congestion and detour. The number of clock buffers
generally increases slowly when the reduction ratio increases.
The reason is that as the metal dimensions decrease, the metal
unit length RC increases, and the clock signal slew degrades.
To meet the clock skew/slew specifications, the CTS engine
inserts more buffers. For the LPD, the sweet spot of 1BM
and 4BM cases is at the 30% reduction, while that of 3TM is
10%. Moreover, the LPD improvement of 4BM at the sweet
spot over the default setting (=0% reduction) is larger than
1BM and 3TM cases. The wire power generally decreases
with the reduced metal dimensions. However, we see that
the cell internal power increases, which is also related to the
signal slew degradation with reduced metal dimensions. As a
result, the total power of 3TM and 4BM is minimum when
the reduction ratio is 30%.
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TABLE XII

Benchmark Circuits and Synthesis Results

The total wirelength, longest path delay, and total power
of the other benchmark circuits are shown in Table XI. For
total wirelength, the same trend as with JPEG is observed.
The maximum wirelength reduction is 27.7% for AES with
3TM and 40% reduced metal dimensions. However, depend-
ing on the circuit characteristics, reducing metal dimensions
may not translate to longest path delay reduction (see VGA
and FFT results). In general, 3TM provides the most power
improvement over 2-D designs. We observe that the maximum
power reduction is 9.7% with 3TM and 40% reduced metal
dimensions for FFT circuit. Note that depending on the
benchmark circuit, the sweet spot changes.

From the simulation results in this section, we conclude that
3TM (=T-MI with three additional metal layers on the top tier)
is the best option for T-MI. The reduced metal dimensions
may further improve the design quality, however considering
the increased cost and difficulties for manufacturing, it may
not be a good option. Thus, in the following sections, we focus
on 3TM without metal dimension reduction.

V. Power Benefit Study

In this section, we study the power benefit of T-MI. We
perform iso-performance comparison: under the same target
clock period, the timing is closed for all design options and
the power consumption is compared.

A. Benchmark Circuits and Synthesis Results

Our benchmark circuits and synthesis results are summa-
rized in Table XII. The FPU is a double precision floating
point unit. The AES and the DES are encryption engines.
The LDPC is a low-density parity-check engine for the IEEE
802.3an standard. And the M256 is a simple partial-sum-add-
based 256-bit integer multiplier. The circuits are in different
sizes. We use Synopsys Design Compiler (ver. F-2011.09)
for synthesis. The synthesis results are from 2-D results. All
synthesized designs (2-D and T-MI) met target clock periods.

B. Layout Simulation Results

The layout simulation results are summarized in Table XIII.
With T-MI, the footprint reduces by 40.9%–43.4%, which
is larger than the cell footprint reduction rate, 40%. With
T-MI, timing is better because of shorter wirelengths, and
the optimizer may downsize cells and use less number of
buffers while still meeting the target clock period. Thus, the
footprint of the whole T-MI design could be further reduced
than the individual cell footprint reduction rate. With T-MI,
total wirelength reduces by 21.5%–33.6%. We observe that the

TABLE XIII

Summary of Layout Results. The Values Represent the

Percentage Difference of T-MI Over 2-D

Fig. 11. Snapshots of routing results for T-MI designs. Cyan and magenta
lines are global metal layers, whereas red, yellow, and green are local layers.

circuit with a larger wirelength reduction rate tends to show a
larger power reduction rate. All designs met the timing.

The power reduction was the largest in LDPC, 32.1%,
whereas in DES, only 4.1%. The snapshots of routing results
for these two circuits are shown in Fig. 11. In LDPC, the
net power is much larger than the cell power, thus a large
net power reduction with T-MI leads to a large total power
reduction. We also observe that with T-MI, not only net power
but also cell power reduces; with a better timing, cells are
downsized and less number of buffers are used, to reduce
cell power. In DES layout, there are many small regions
where cells are tightly connected inside but not so much to
outside. For these short nets, pin capacitances dominate wire
capacitances, thus reducing wirelength does not reduce net
power as much.

The detailed layout simulation results are shown in
Table XIV, which supplements Table XIII. We set the final
utilization (after all optimizations) to around 80%, which is
a common practice in industry designs. Since we observed
severe wire congestions in LDPC [Fig. 11(a)], the target
utilization was lowered to about 33%; the 2-D design was
barely routable with this setting. We also observed significant
wire congestions in M256, thus the target utilization was
lowered to 68%.

C. Comparison With Previous Work

Our results and the results from a previous work [6]
are summarized in Table XV.7 Both works use Nangate

7Note that the purpose of this paper is not to directly compare the design
quality of ours to the previous works; due to various reasons (floorplan setup,
design and analysis flow, optimization methods, target clock period, switching
activity factors, etc.), it is not possible to provide fair comparisons.
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TABLE XIV

Layout Results of 2-D and 3-D Designs. The 3-D Means Our T-MI With 3TM Metal Layer Option. The #Cells Mean Total Number of

Cells, and #Buffers Mean the Number of Inverting/Noninverting Buffers. The #Cells Include #Buffers. The Utilization Means

Final Cell Placement Density, After All Optimizations. The WL and WNS Mean Wirelength and Worst Negative Slack,

Respectively. Positive WNS Value Means Timing Is Met With a Positive Slack. The Values in Parentheses Show the Percentage

Ratio to the 2-D Designs

TABLE XV

Summary of Design Results in Our Work and a Previous Work.

The [6]-3D Means Their INTRACEL Method With Timing Driven +

IPO, Which Corresponds to Transistor-Level

Monolithic 3-D Design

45 nm library as baseline 2D. The footprint reduction rate of
3-D over 2-D in this paper and [6] are about 42.3% and
30%, respectively. This footprint reduction rate mostly affects
overall design quality of 3-D designs, because the timing and
power reduction in the monolithic 3-D designs is from reduced
footprint and wirelength. Our results show larger wirelength
reduction than the previous work. In [6], they intentionally
chose small target clock periods, thus timing was not closed.
Note that power values in different works vary by much.
For LDPC, our results show larger power reduction rate than
the previous work. Interestingly, in both works, the power
reduction rates for DES circuit are low (only 2%–4%).

VI. Comparison With G-MI and TSV-Based 3-D

In this section, we compare the design quality of T-MI
designs with G-MI and TSV-based 3-D designs (TSV-3D).
The layer structures of our G-MI and TSV-3D are shown
in Fig. 12. Note that we assume two layers for G-MI and
TSV-3D designs. For G-MI designs, we use six metal layers
on the bottom tier and eight on the top. The reason why we
use only six metal layers on the bottom tier is that the MIV
pitch is determined by the top metal pitch on the bottom tier.
If we use all eight metal layers because the minimum pitch
of metal eight wires is large, the density of MIV becomes

Fig. 12. Layer structures of (a) G-MI and (b) TSV-3D ICs. For simplicity,
in (b), only the top metal layer of the bottom tier is shown.

small. For TSV-3D designs, we use eight metal layers on both
top and bottom tiers because TSVs are large. The diameter
and height of our TSV are 3 μm and 30 μm. Based on our
physical assumptions such as TSV oxide liner thickness and
doping concentration, using the parasitic RC models for TSVs
[17], we determine that the resistance and capacitance of our
TSVs are 1 � and 31.1 fF.

A. Design Flow and Its Limitation

Our design flows for G-MI and TSV-3D ICs are sim-
ilar to [10]. Since today’s commercial EDA tools can-
not handle multiple dies together, we use on our in-house
3-D partitioner/placer [9] and timing-constraint-based iterative
optimization method [10]. After the synthesis, we perform
circuit partitioning.8 We place the gates on Die 0/1 and

8As suggested in [9], we vary XY/Z-cut sequences to find the best layout
results in terms of final timing and power.
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TABLE XVI

Layout Results of G-MI and TSV-3D Designs. The Values in Parentheses Show the Percentage Ratio to the

2-D Designs in Table XIV

MIVs/TSVs on Die 0 (= top tier), followed by a 3-D STA
to generate the timing constraints on the die boundary ports
(MIVs or TSVs). Then, per each die, we perform preroute
optimizations, followed by a 3-D STA and timing constraint
generation. As suggested in [10], we perform several itera-
tions of optimizations to improve timing. After routing, we
perform post-route optimizations in multiple iterations. Last,
we perform the final 3-D STA and power analysis.

The most serious problem with die-by-die optimizations is
the optimization quality. We cannot perform many effective
optimizations in die-by-die optimization approach. The main
reasons are: 1) the optimization engine cannot see the whole
path; 2) it is not allowed to violate the logic equivalency at
die boundary ports (MIVs or TSVs); 3) it is not allowed to
move gates across the die boundary; and 4) it is not allowed
to add/remove die boundary ports. For instance, when two
buffers (one buffer on each die) were inserted for a two-pin
3-D net, we may convert the buffer pair to an inverter pair
to reduce delay and power. However, since it would violate
the logic equivalence check at the die boundary port, En-
counter optimization engine cannot perform this conversion. In
addition, the timing-constraint-based die-by-die optimization
tends to use more buffers/inverters than necessary [18]. These
limitations in optimizations degrade the timing and power of
G-MI and TSV-3D designs.

B. Layout Simulation Results

The detailed layout simulation results for G-MI and TSV-3D
designs are shown in Table XVI. The footprints are determined
so that design is routable. Note that for TSV-3D cases, the
footprints need to be increased significantly to accomodate
TSVs. Comparing G-MI and TSV-3D results, we observe that
in all aspects (wirelength, #buffers, timing, and power) G-MI
is better than TSV-3D. This is mainly because MIVs are much
smaller than TSVs in terms of physical dimensions and RC
parasitics.

Comparing the G-MI and TSV-3D results with the T-MI
results in Table XIV, we observe that the design quality of
G-MI and TSV-3D is worse than that of T-MI. Possible reasons
for this trend are as follows.

1) Placement quality of our 3-D placer is not as good as
commercial 2-D EDA tool. Note that the wirelength of
G-MI is much longer than that of T-MI.

2) As mentioned in Section VI-A, layout optimization
quality in our G-MI and TSV-3D design flow is not as
good as in T-MI or 2-D design flow.

Note that for many cases, we could not close the timing.
Especially, when there are lots of long 3-D nets, the timing
of G-MI or TSV-3D became worse than that of T-MI or
2D. These two reasons support the claim that T-MI pro-
duces better designs than G-MI or TSV-3D. In addition, for
G-MI or TSV-based 3-D designs, we need true 3-D place-
ment and optimization engines that can handle multiple dies
together.

VII. Conclusion

In this paper, we investigated the benefits and challenges
of monolithic 3-D IC technology. We identified the routing
congestion problem that reduces the benefit of monolithic
3-D technology and studied interconnect options to overcome
it. In transistor-level monolithic 3-D ICs, reduced footprints
lead to shorter wirelengths, better performances, and lower
power consumptions. With carefully designed transistor-level
monolithic 3-D cells, we performed layout simulations and
demonstrated up to 32.1% total power reductions. In contrast,
because of the limitations in 3-D net optimizations, gate-level
monolithic 3-D and TSV-based 3-D designs did not produce
promising results. True 3-D EDA tools are necessary.
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