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Abstract—This paper presents a design methodology for robust
and low-energy clock networks for ultralow voltage (ULV)
circuits. We show that both clock slew and skew play important
roles in achieving high maximum operating frequency (Fmax) and
low clock energy in ULV circuits. In addition, clock networks
in ULV circuits are highly sensitive to process variations. We
propose a variation-aware methodology that controls both clock
skew and slew to maximize Fmax and minimize clock power.
In addition, we implement dynamic programming (DP)-based
ULV clock routing and buffering methods (deferred merging
and embedding) for deterministic and statistical conditions.
Experimental results show that our clock network design method
achieves lower energy (more than 20% savings) at comparable
or even higher Fmax compared with the existing methods.

Index Terms—Clock network design, ultralow voltage, varia-
tion aware.

I. Introduction

ULTRALOW VOLTAGE (ULV) circuits, where the sup-
ply voltage is around or even below the threshold

voltage of transistors, have emerged as an attractive option
for ultralow-power digital computing. Many ultralow-power
battery-operated applications with a stringent energy budget
can benefit from operating in ULV, such as biological moni-
toring systems, radio-frequency identification devices, wireless
sensor networks, and others. Although speed is not the primary
goal, high-frequency operation has been demonstrated in the
range of tens to hundreds of megahertz [1] with ULV circuits.

The clock network is a global interconnect that provides
clock signal to flip-flops (FFs) for synchronization. This net-
work contributes a significant amount of power consumption
and dedicates the overall system performance. In the ULV
domain, clock slew plays a major role in robustness of the
clock network. This is because in ULV, buffer delay and FF
timings (setup, clock-to-q, and hold) are strong functions of
clock slew [2], [3]. In addition, ULV circuits are more sensitive
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Fig. 1. Vgs–Ids curves of NMOS and PMOS, where the nominal Vt is
621 mV and −575 mV (light curves), respectively. Our design method is for
ULV clock network design. The supply voltage is set to 550 mV and the 1-
σ Vt variation is 10 mV. One thousand Monte Carlo simulation results are
shown in two groups of dark curves indicating the Vt variation.

to process and environmental variations, especially threshold
voltage random variability caused by the random dopant
fluctuation and process variations [3]–[5]. Fig. 1 shows Vgs–
Ids curves of the NMOS and PMOS from 45-nm predictive
technology model [6], where the nominal value of threshold
voltage (Vt) is 621 mV and −575 mV (see the light curves),
respectively. The supply voltage (Vdd) is set to 550 mV that is
around the Vt. The threshold voltage variation with 1-σ swing
of 10 mV are considered in 1000 Monte Carlo SPICE simula-
tion. The results are shown in the two groups of dark curves
indicating the Vt variation. In the ULV domain, the device
current depends exponentially on threshold voltage. Hence,
threshold voltage variability can cause a significant variation in
clock skew and slew, thereby degrading the timing margins. As
a result, the operating frequency is usually reduced to ensure
correct operation. Therefore, the clock design methodology
for ULV circuits requires: 1) efficient control on both clock
slew and skew; 2) robustness in the presence of variations;
3) consideration of frequency target; and 4) low-energy clock
operation.

In this paper, we develop a variation-aware methodology for
robust and low-energy clock network design for ULV circuits.
The contributions of this paper are as follows.

1) We present comprehensive studies based on extensive
experimental results that show the impact of clock

0278-0070/$31.00 c© 2012 IEEE



ZHAO et al.: VARIATION-AWARE CLOCK NETWORK DESIGN METHODOLOGY 1223

skew and clock slew control on power consumption,
performance, and variation tolerance in ULV circuits.

2) We develop a variation-aware ULV clock network design
methodology. For clock skew management, we construct
the routing topology and insert buffers to minimize the
delay differences among the clock paths under both
nominal and statistical conditions. We also show how to
efficiently control clock slew bound at each sink under
both nominal and statistical conditions.

3) We implement robust and low-energy clock tree synthe-
sis algorithms for ULV clock networks, which are based
on dynamic programming and deferred merging and
embedding techniques, so called DP+DME algorithm.
Our algorithms generate and save multiple solutions to
achieve minimum clock energy while satisfying given
upper bounds for clock slew and skew.

4) Experimental results show that our clock design method
efficiently controls the clock skew and slew in both nom-
inal and statistical conditions and constructs ULV clock
networks with low clock energy at a high maximum op-
erating frequency. We outperform state-of-the-art ULV
clock-routing methods [2], [7] in terms of performance
and energy under both nominal and statistical conditions.

The remainder of this paper is organized as follows.
Section II presents the summary of related work and its
limitations. Section III presents comprehensive study on the
clock skew and clock slew variability control impact on clock
performance and energy. Section IV formulates the ULV clock
synthesis problem and presents our clock design methodology.
Section V presents our DP and DME-based clock synthesis
algorithm for both nominal and statistical conditions. Ex-
perimental results and extensive discussions are presented
in Sections VI and VII, respectively, and we conclude in
Section VIII.

II. Background

The history on ULV clock network design is very brief.
Existing works focus on minimizing either clock slew or clock
skew but not both. Tolbert et al. [8] pointed out the importance
of clock slew control for the reliability of subthreshold circuits.
They developed a subthreshold buffer model that considered
the impact of slew on delay. They also discussed reliable clock
system design [8] that controls clock slew while minimizing
the energy. In addition, it was shown that traditional clock
synthesis methods for superthreshold circuits are not feasible.
However, they did not consider the impact of clock skew on
performance and energy. Seok et al. [7] compared buffered and
unbuffered H-tree (UnBH) topologies for various technology,
circuit sizes, and supply voltages. For UnBH, clock skew
can be well controlled to near zero, but clock slew may
become worse. To counter the slew effect, a larger driver is
required, which results in a significant energy penalty. On the
other hand, the buffered H-tree (BufH) may have unbalanced
loadings at buffers depending on the buffer level, which can
also cause large skew variability. In addition, both of these
works are primarily circuit-level studies and did not present
any design method for clock network synthesis. As large-scale

ULV circuits are emerging, methodology is becoming essential
for automated synthesis of robust (low-slew and low-skew) and
low-energy clock network.

DP-based buffer insertion is one of the common methods in
superthreshold circuits for either timing optimization or clock
routing, which can be classified into wirelength-driven, timing-
driven, and maximum slew-constraint-driven with power or
area minimization [9]–[14]. The basic flow is as follows.
The multiple feasible buffering solutions with certain costs
are stored and propagated, and a global optimal solution is
determined later. Most of the existing work fix slew violations
by upper bounding the buffer loading. However, this is not
sufficient for ULV clock synthesis. Since buffer delay heavily
depends on the input slew, bounding slew in a certain range
does not guarantee well management on delay, nor the re-
sulting clock skew. Moreover, buffer insertion still takes the
merits of repairing the slew, but at the same time leads to
more randomness. Extra cares should be paid on both slew
and skew variability control in ULV clock network design.

III. Motivation

A. Clock Slew and Skew Impact on Timing of ULV Circuits

Our work is motivated by the impact of both clock skew
and slew on the cycle time. The schematic in Fig. 2 shows a
generic logic path composed of fan-out-4 NAND gates between
two registers. It includes the clock-to-q (TCLK-Q), the setup
time (Tsetup), the combination logic path delay (Tlogic), and the
difference of the clock arrival times (Skew). The minimum
cycle time (Tmin) and the maximum clock frequency (Fmax =
1/Tmin) for the above system is as follows:

Tmin = TCLK-Q(FF1) + T max
Logic + Tsetup(FF2) + Skew (1)

where T max
Logic is the maximum logic path delay. This circuit

operates at 550 mV supply voltage, where nominal threshold
voltage for NMOS and PMOS is 621 mV and −575 mV,
respectively. First, a larger skew increases Tmin, and thus
decreases Fmax. Second, clock slew directly alters the timing
metrics TCLK-Q and Tsetup, leading to a long cycle time. Clock
slew could vary the hold time as well [3], [8].

Fig. 3 shows the path length (=N) versus Fmax trend for
four cases in ULV circuits: 1) Optimal: 1.5 ns clock slew and
0 ns clock skew; 2) Skew-only: clock skew (CLK1 arrives
later than CLK2) is 5% of the optimal period, and the clock
slew is 1.5 ns; 3) Slew-only: 10 ns clock slew and 0 ns skew;
and 4) Slew+skew: slew around 10 ns and skew is 5% of the
optimal period. We observe that due to the additional amount
of skew (or slew), Case 2 (or Case 3) obtains lower operating
frequency than Case 1 at each logic length. In Case 4, where
both skew and slew degradation are applied, Fmax is degraded
from 12% to 20%, depending on the length of the logic path.
This clearly shows that both clock skew and slew affect the
operating frequency significantly in ULV circuits.

Fig. 4 shows detailed timing metrics with respect to the
slew in ULV circuits. The slew impact on Tlogic, TCLK-Q, and
Tsetup is shown in Fig. 4(a), where the path length is fixed to
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Fig. 2. Data path in synchronous ULV circuit.

Fig. 3. Impact of the logic path length on Fmax of ULV circuit in 550 mV
Vdd under four combinations of clock skew and slew.

10. We observe that both TCLK-Q and Tsetup increase by 51%
and 61% if the slew increases from 1.5 ns to 10.5 ns. Note that
data slew is recovered within the FFs. The logic delay remains
unaffected by the clock slew change. As ULV systems target
higher frequencies (i.e., as the logic path reduces), the timing
metrics (TCLK-Q and Tsetup) become a large portion of the cycle
time and thus cannot be ignored. This clearly demonstrates the
importance of clock slew on ULV circuit performance.

The impact of clock slew on hold time (Thold), clock-to-q
contamination delay (TC-Q,CD), and hold margin (TC-Q,CD-Thold)
are shown in Fig. 4(b). For small clock slew, the hold time
is negative and large in magnitude. As the slew increases,
the hold-time transitions from a large negative number to a
smaller negative number (eventually arriving at zero). The
small negative number means that the requirement of the
hold edge has been pulled to a time closer to the clock
edge. Therefore, as the slew increases, the hold time increases
as well. Much like the worse-case clock-to-q, the clock-
to-q contamination delay is directly dependent on the slew
distribution. For an increasing clock slew, the variation of
contamination delay can be as much as 44% larger. Note that
the hold-time constraint can be expressed as follows:

Skew − Tlogic, CD < TC-Q,CD − Thold (2)

where Tlogic, CD is the logic contamination delay. The hold
margin in Fig. 4(b) increases from 8 ns to 12 ns with input
slew increases from 1 ns to 10 ns.

B. Impact of Buffer Placement on ULV Clock Wires

In ULV circuits, the effect of interconnect resistance is
negligible [2], [7] due to the large resistance of the driving

Fig. 4. Impact of clock slew on setup and hold-time constraints. (a) Slew
impact on Tlogic, TCLK-Q, and Tsetup in ULV circuit, where the path length is
set to 10. (b) Slew impact on Thold, TC-Q,CD, and hold margin.

buffer. This also allows the interconnect to be modeled as a
lumped capacitance. Seok et al. [2] pointed out that adding a
repeater in the middle of a capacitive interconnect does not
help reduce the delay. However, we observe that a buffered
interconnect is advantageous to improve slew under compara-
ble power consumption. This means that to achieve the same
slew, using many but smaller buffers consumes lower power
than using one large buffer to drive the entire clock network.

Fig. 5 demonstrates the impact of the buffer count, buffer
location, and wirelength on the sink slew, B2 input slew,
and the src-to-sink delay in ULV circuits. The interconnect
length varies from 500 μm to 3000 μm. We compare two
cases: 1) using a large driver (B0) for a long interconnect, and
2) using two small buffers (B1 and B2) to drive the intercon-
nect. The slew and src-to-sink delay in the two-buffer case are
normalized to the one-buffer case results.

While keeping B1 at the source location, we first notice that
moving B2 toward the sink causes the sink slew to decrease up
to 70–80% and outperforms the one-buffer case as shown in
Fig. 5(a). The improved sink slew presents similar trends under
different lengths. Second, when B2 moves toward the sink, it
also leads to increased slew at the input of B2 as shown in
Fig. 5(b). This is mainly due to the increased loadings of B1.
The high input slew may result in larger delay variation and
skew at the sink, thus requires careful buffer placement policy
for skew reduction. Third, the src-to-sink delay, shown in
Fig. 5(c), increases faster for the longer interconnect, when B2
gets closer to the sink. This is mainly due to the larger buffer
delay caused by interconnect parasitic capacitance. Note that
both cases consume similar power. This shows that a buffered
clock tree has the potential to improve slew and achieve lower
power, but care must be taken to control clock skew in ULV
circuits.

C. Buffer Delay Dependency on Input Slew

In ULV, buffer delay heavily depends on the input slew
and loading. A comparison between superthreshold and ULV
circuits is shown in Fig. 6. The superthreshold design (in
blue) operates at 1.1 V with 1 ns clock period; the ULV
design uses supply voltage of 0.55 V and 100 ns clock period.
Both the input slew and buffer delay are normalized to the
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Fig. 5. Impact of the buffer count, buffer location, and wirelength on the (a) sink slew, (b) B2 input slew, and the (c) src-to-sink delay in ULV circuits.
The total length varies from 500, 1000, and 3000 μm. Slew and delay results of Case 2 are normalized to Case 1.

Fig. 6. Buffer delay dependency with input slew. The buffer delay and input
slew are normalized to the corresponding clock period.

corresponding clock period. It is well known that buffer delay
is sensitive to the input slew. We find out that this dependency
becomes stronger (in larger slope) in ULV domain. It means
that an input slew variation could result in much larger delay
variation therefore more skew variability. Upper bounding
the buffer loading, which has been widely applied in either
clocking or timing/slew-driven buffering, is not sufficient to
handel the resulting delay variations thus corresponding clock
skew. Under the same amount of relative input slew changes,
the buffer delay in ULV is 2× large of that in superthreshold.
Therefore, obtaining a well-controlled clock skew requires the
clock synthesis method take extra care on the slew impact on
clock delay variations.

D. Effect of Variation

The ULV circuit is much sensitive to the process and
environmental variations. Especially, since drain current expo-
nentially depends on threshold voltage, this exponential impact

through the threshold voltage variability is a dominant source
affecting the functionality and performance. A larger variation
of clock slew or skew in ULV circuit increases the risk of
timing violations, and would result in large degradation in
Fmax, and thus requires efforts on controlling variabilities.

The impact of slew and skew variability on the cycle time
can be observed from the following equation:

T 0
min + �Tmin = T 0

CLK-Q + T max
Logic + T 0

setup + skew0

+ δ(skew + η(slew)) (3)

where the nominal values are with a head of 0. The clock
skew variation δ(skew) directly contributes to the cycle time
change �Tmin. Let η() denote the function representing the
slew impact on timing metrics (TCLK-Q, Tsetup). A slew variation
will cause both timing metrics vary. As a result, both slew and
skew variability leads to the Fmax variation.

Based on the measurement data and observations from
Drego et al. [15], threshold voltage variation in ULV circuits
can be modeled as random variables with spatial uncorrelated.
In this paper, we follow this statement and mainly focus on
the randomness from the threshold voltages.

IV. ULV Clock Network Design Methodology

The ULV clock tree synthesis (CTS) problem is formulated
as follows; given a set of clock sinks, a target sink slew, and
an upper bound for clock skew, the ULV-CTS is to construct
a buffered clock tree such that: 1) clock slew at sink node is
under the given constraint; 2) clock skew is under the given
constraint; 3) clock power is minimized; and 4) the clock
skew and clock slew variability are controlled. Given various
slew and skew upper bound constraints, we can generate clock
networks with different Fmax.

We develop a ULV clock buffering and routing method
that consists of two steps: 1) abstract tree generation that
determines the hierarchical connection among the sink nodes,
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Fig. 7. Illustration of our ULV clock network design flow. We bipartition the given sink set based on their coordinates, and construct an abstract tree that
indicates the hierarchical connection among the clock nodes and the routing sequences. We then propagate the slew, delay, buffering, and routing solutions
from sinks to the root node recursively, and obtain a set of candidate solutions for each clock node. Last, we select the legal low-power solution for the root
note and propagate it to its children in a top-down fashion to construct the final clock topology.

intermediate nodes, and the root node, and 2) clock routing
and buffer insertion that decide the clock wire topology, buffer
count, and buffer placement.

Our method resembles the DME routing [16], but we have
added the following enhancements to handle clock skew, slew,
and various variation sources in ULV clock networks.

1) Efficient control of both skew and slew for Fmax: We
introduce upper bounds for target skew and slew in
the clock network design. By tightening or relaxing the
bounds, we can generate clock networks with various
Fmax and energy. For instance, a tighter slew bound
results in higher Fmax but requires more clock buffers
and thus higher clock energy; a tighter skew bound
leads to higher Fmax at the cost of high energy, etc. We
limit the node capacitance for buffer outputs to satisfy
the slew bound. In addition, we determine the routing
topology, buffer placement, and buffer count for skew
control.

2) Low clock energy: Note that clock energy depends on the
clock wirelength and buffer count. Our buffer insertion
process stores multiple buffering solutions and selects
the optimal one with the lowest clock energy under the
slew and skew constraints.

3) Robustness to variations: We use look-up tables (LUTs)
for buffer timing in statistical condition. We compute
and constrain the weighted skew that consists of the
standard deviation of the path delay and the covariance
between buffers.

Fig. 7 shows an illustration of our methodology named
DP+DME. In abstract tree generation, a classical technique
so-called method of means and medians [17] is used to decide
how to merge clock nodes in an hierarchical fashion. Given an
abstract tree, the buffering and routing problem can be divided
into many subproblems with a similar structure: merging child
nodes to their parent node.

The DP+DME algorithm consists of two steps: generating
feasible solutions bottom-up and selecting an optimal solution
top-down. First, it visits each node bottom-up from the sink
nodes to the root node based on the given abstract tree. It
generates a set of feasible solutions with respect to various

input slew values for each node. Then DP+DME propagates
the solution toward an upper level, until the solution set for
the root node is obtained. Section V describes the technical
details of buffer insertion in DP+DME algorithm.

Second, we select the optimum solution for the root node
that has the lowest power and satisfies the skew–slew con-
straints, and recursively decide the solution for the children
in a top–down fashion. During this process, each node in the
abstract tree is assigned a solution, and the clock network is
constructed correspondingly.

In Fig. 7, seven iterations of merging and buffering are
performed on a given pair of children u and v and their parent
node p. Each iteration consists of exploring feasible solutions
for node p in a bottom-up fashion and selecting the optimal
solution for each node in a top–down fashion.

In addition, we created LUTs based on SPICE simulations
to obtain buffer timing during ULV clock synthesis. The input
parameters for LUT generation consists of the input slew and
the loading capacitance of a buffer, where both parameters are
assigned with a certain range. Given an input slew value and
a loading capacitance, SPICE Monte Carlo simulation is then
applied with threshold voltage variations. As a result, we can
obtain the deterministic values of buffer delay and output slew,
standard deviation of buffer delay and output slew, as well as
the covariance between buffer delays. Note that the ranges of
input parameters for LUT generation determine the simulated
distribution of buffer timing (e.g., output slew and buffer
delay). In this paper, the input slew is swept from 0 ns to 25 ns
with a step of 1.25 ns, and the range of loading capacitance is
set from 0 fF to 300 fF with a step of 20 fF. Several scripting
files have been created to automatically generate the LUTs.

V. ULV Clock Synthesis Algorithms

A. Deterministic DP+DME

The buffering and merging problem for the entire abstract
tree can be divided into many subproblems with similar
structure of merging child nodes to their parent node [see
Fig. 8(a)]. We assign a solution set �p for each merging node
p in the abstract tree, where each solution γp ∈ �p is a 6-tuple,
γp = {S, M, Dmin, Dmax, C, P}:
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Fig. 8. Illustration of determining a solution of node p (γp) by merging nodes u (γu) and v (γv) using deterministic DP+DME. The DP+DME is composed
of many subproblems with the similar structure as in (a), where solution γp is determined by first unbuffered or buffered propagating γu (γv) to the solution
γu→p (γv→p) and then applying feasibility check and merging to γp as shown in (b). Given a solution of γu as in (c), the solution γu→p can be obtained
by unbuffered propagation in (d) or buffered propagation in (e). The per-unit-length wire capacitance is set to 0.2 fF/μm, and the buffer loading CBuf() and
delay DBuf() are obtained in the LUT.

1) S is the slew at node p;
2) M is the style of merging its child nodes;
3) Dmin and Dmax are the minimum and the maximum delay

from node p to its sink nodes;
4) C is the loading capacitance at node p;
5) P is the cost of the corresponding merging style, which

is the power consumption in this problem.

We use S(γp), Dmin(γp), Dmax(γp), C(γp), and P(γp) to
represent each element in γp.

In bottom-up buffering solution construction, it is impossi-
ble to obtain the accurate slew due to its top–down propagation
property. To accurately acquire the slew and its affecting delay,
we enumerate a set of feasible slew value s for each node that
s ∈ {s1, s2, . . . , sn}, where si −si-1 = g, s1 and sn are the lower
or upper bound, and g is the granularity.

Without loss of generality, considering merging node u and
node v to node p, we first propagate the solution of γu (γv)
to node p, and obtain the solution γu→p (γv→p). We then
determine the solution for node p by merging γu→p and γv→p

to γp with a feasibility check [see Fig. 8(b)]. Depending on,
if buffers are inserted along the edge pu (pv), the propagation
is classified into buffered or unbuffered-propagation.

In unbuffered-propagation, no buffer is along edge pu. The
elements in solution γu→p are determined as

S(γu→p) = S(γu) (4)

Dmin(γu→p) = Dmin(γu) (5)

Dmax(γu→p) = Dmax(γu) (6)

C(γu→p) = C(γu) + c × lpu (7)

P(γu→p) = P(γu) (8)

where lpu is the length of edge pu and c is the per unit length
capacitance of wires. Equations (4)–(8) mean that interconnect
has negligible effect on delay and slew propagation. Note that
if the unbuffered-propagation merging passes the feasibility
check from (18) to (21), the lpu = dpu as in (25). Fig. 8(d)
shows an example of determining the solution γu→p given the
solution of γu in Fig. 8(c).

In buffered-propagation, a buffer is inserted along edge pu.
A set of feasible slew values are assigned at node p. For each
slew value s, solution γu→p for node p are obtained as

S(γu→p) = s (9)

Cb(γu→p) = CBuf(S(γu→p), S(γu)) (10)

Dmin(γu→p) = DBuf(S(γu→p), Cb(γu→p)) + Dmin(γu) (11)

Dmax(γu→p) = DBuf(S(γu→p), Cb(γu→p)) + Dmax(γu) (12)

C(γu→p) = Cin + c × dpb (13)

P(γu→p) = P(γu) + PBuf(S(γu→p), Cb(γu→p)). (14)

We first calculate the buffer loading on edge pu as Cb(γu→p)
in (10). The DBuf(), CBuf(), and PBuf() denote LUT op-
eration to obtain the buffer delay, loading, and power.
For instance, CBuf(S(γu→p), S(γu)) obtains the buffer load-
ing given input slew S(γu→p) and output slew S(γu).
DBuf(S(γu→p), Cb(γu→p)) denotes the buffer delay given input
slew S(γu→p) and loading Cb(γu→p). Cin is the input capaci-
tance of the buffer. Fig. 8(e) shows an example of determining
the solution γu→p if a buffer is inserted along edge pu. γv→p

follows the similar equations from (4) to (14).
When merging γu→p and γv→p into γp

Dmin(γp) = min(Dmin(γu→p), Dmin(γv→p)) (15)

Dmax(γp) = max(Dmax(γu→p), Dmax(γv→p) (16)

C(γp) = C(γu→p) + C(γv→p). (17)

A feasible solution should satisfy all of the following:

S(γu→p) = S(γv→p) = s (18)

Cb(γu→p) ≥ C(γu), if edge pu is buffered (19)

Cb(γv→p) ≥ C(γv), if edge pv is buffered (20)

Skew(γp) = Dmax(γp) − Dmin(γp) ≤ skewBnd. (21)

If the conditions from (18) to (21) are satisfied, we save γp

into �p as a candidate, and the remaining elements in γp are
obtained as

S(γp) = s (22)

P(γp) = P(γu→p) + P(γv→p). (23)
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Let L be the minimum merging distance between nodes u and
v. In buffered-propagation, let dbu (dbv) denote the distance
between a buffer to node u (v), which is obtained as

dbu =
Cb(γu→p) − C(γu)

c
. (24)

For the unbuffered-propagation cases, dbu (dbv) is set to zero.
Then the merging distance dpu between nodes p and u (dpv

between p and v) is determined as

dpu = max(
L − dbu − dbv

2
, 0) + dbu (25)

dpv = max(
L − dbu − dbv

2
, 0) + dbv. (26)

Correspondingly, the merging style M stores the merging
distances of dpu, dpv, dbu, and dbv, and a merging segment
for node p following the classic DME procedure is obtained.

For a sink node p, we choose the feasible slew value s under
the given slew bound slewBnd. For each s ∈ {s1, . . . , sn}, we
create a solution γp with S(γp) = s, Dmin(γp) = Dmax(γp) =
P(γp) = 0, and C(γp) = CFF

in , where CFF
in is the input

capacitance of the FF.

B. Pruning the Solutions

Considering that each child node has a number of candidate
solutions, with a combination of the feasible slew for node p,
the solution space would be dramatically expanded and lose
the efficiency. However, with fewer solutions for node p, it
is more difficult to derive a good solution. In addition, the
slew granularity g also affects the runtime and final quality.
The finer the g, the more candidates for node p, the higher
possibility to consume less power, but the longer runtime. To
guarantee a high quality with reasonable runtime, we define
a control parameter K, which is the maximum number of
solutions for each feasible slew. We increasingly sort the
solutions based on each slew s and keep the first K solutions
having the smallest power for each feasible slew. We discuss
the efficiency of using K and g and their impact on quality
and runtime in the experimental result Section VI-C.

C. Statistical DP+DME

We implement the statistical DP+DME algorithm that
efficiently controls the skew and slew variability during
clocking and buffering procedure. The statistical DP+DME
involves many augments on delay and skew randomness.
The solution structure is extended as a 7-tuple, γp =
{S, M, Dmin, Dmax, C, P, σD}:

1) S is the sample mean of slew at node p;
2) Dmin and Dmax are the sample mean of the minimum

and the maximum delay from node p to its sink nodes;
3) σD denotes the largest standard deviation of the path

delay from node p to the sinks;
4) M is the style of merging its child nodes;
5) C is the loading capacitance at node p;
6) P is the cost of the corresponding merging style, which

is the power consumption in this problem.

The statistical DP+DME utilizes variation-aware LUTs, which
include the sample mean and standard deviation of delay and

slew with respect to the input slew and loading capacitance,
as well as the covariance between buffer delays.

Most of the elements in solution γp follow the similar
propagation policy as the deterministic DP+DME method. The
σD(γu→p) is updated as follows.

In the case of buffered-propagation

σ2
D(γu→p) = σ2

D(γu) + VBuf(S(γu→p)Cb(γu→p)) + Cov. (27)

We calculate the covariance between buffers along the path
pu and each of the buffers connecting to it. We then add the
largest covariance value (Cov) into the σD(γu→p). The VBuf()
denotes the variance of the buffer along path pu with input
slew S(γu→p) and loading Cb(γu→p) obtained from the LUT.

After merging γu→p and γv→p to γp, σD(γp) is obtained as
follows:

σD(γp) = max(σD(γu→p), σD(γv→p)). (28)

The statistical skew depends on not only the differences
among the average path delays but also the delay variance.
We use a weighted sum (SSkew) to represent this dependency

SSkew(γp) = α × (Dmax(γp) − Dmin(γp)) + β × σD(γp) (29)

where weights α=1, β=2 are used to express the worst-case
skew variability, and the feasibility check for the skewBnd
constraint (21) is updated as

SSkew(γp) ≤ skewBnd. (30)

For simplicity, the weighted equation (29) is used to control
the skew variability. Our method is flexible to employ more
sophisticated method as [18]. In addition, slew variability can
be directly improved by applying a tighter slew constraint.

VI. Simulation and Discussions

A. Experimental Settings

Our clock design method has been implemented using
C++/STL on Linux. We focus on the 45-nm technology ULV
clock network design. The per-unit-length wire resistance
and capacitance are 0.1 
/μm and 0.2 fF/μm, respectively.
Our clock network uses 6× buffers. The nominal values of
threshold voltage (Vt) is 621 mV and −575 mV for NMOS
and PMOS, respectively. The supply voltage (Vdd) is set to
550 mV that is around the Vt and the 1-σ threshold voltage
swing is 10 mV.

All experimental results are reported from SPICE simula-
tion, including clock skew, slew, and energy per cycle. We use
LUT-based buffer modeling during clock network construction
and evaluate the designs using SPICE: 1) we extract the layout
information of the FFs; 2) apply our ULV clock synthesis
method to construct a buffered clock tree; and 3) extract a
clock netlist for SPICE simulation. In statistical condition, the
Vt uncertainty is modeled as random variables with spatial
uncorrelated [15]. We apply 1000 Monte Carlo simulations
for each design and report μ+2σ skew and slew like the
existing work [7]. We created five benchmark circuits: three
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TABLE I

Information of Benchmark and Energy Per Cycle (pJ)

Energy per Cycle
ckt Function #Gates #FFs Area Logic+Wire H-Tree

(μm×μm) w/o clock (% of tot)
ckt1 FIR filter 3823 148 331×315 2.1 1.1 (34%)
ckt2 Multiplier 3952 320 376×412 4.4 2.5 (36%)
ckt3 FIR filter 16 185 499 664×664 6.3 4.1 (39%)
ckt4 FIR filter 30 833 619 857×924 13.4 5.5 (29%)
ckt5 Quick sort 4828 768 518×546 7.6 4.8 (39%)

Fig. 9. Sample layout of a clock network for a FIR filter with 619 clock
sinks and 24 937 μm wirelength.

Fig. 10. Clock waveforms for a FIR filter with 148 FFs at 10 MHz frequency.
Clock skew is 1.2 ns, and it distributes from 3.1 ns to 5.3 ns with an average
value of 4.7 ns.

finite impulse response (FIR) filters, a multiplier, and a design
implementing quick sort as shown in Table I.

Fig. 9 shows a clock network for our FIR filter, which is
seen in front of the logic cells and highlighted FFs. The clock
network has 619 clock sinks, a total wirelength of 24 937 μm,
and die area of 857 μm×924μm.

Fig. 10 shows the clock waveforms from SPICE for a
FIR filter (ckt1) in ULV operation. This superimposes 148
waveforms from the FFs. The clock skew is 1.2 ns, which can
be observed by the width of waveforms at 50% Vdd. The clock
slew values for all the sinks are from 3.1 ns to 5.3 ns with an
average of 4.7 ns.

Fig. 11. Fmax versus energy per cycle in nominal condition for ckt1.

B. Impact of Slew and Skew Bounds on Fmax and Energy

Fig. 11 shows the impact of skew and slew upper bounds
on Fmax and clock energy per cycle for ckt1. We show four
curves of nominal results: one is for UnBHs and the other three
are generated by our DP+DME clock synthesis technique. The
UnBH takes an advantage of skew minimization. However, it
needs a large driver for entire network to ensure small clock
slew at sink nodes. Therefore, we upsize the driver (an inverter
chain) to improve the Fmax. As a result, the overall clock
energy of the UnBH increases significantly. In the case of
DP+DME, we present three groups of results, where clock
networks in each group are designed under the same skew
bounds (1 ns, 3 ns, and 10 ns) but different slew bounds (from
3 ns to 8 ns).

First, Fig. 11 demonstrates the tradeoff between high Fmax

and low clock energy, i.e., design for a higher Fmax consumes
more clock energy. In each DP+DME curve under the same
skew constraint, a tighter slew bound improves Fmax. Mean-
while, the clock energy per cycle increases due to more buffers
that are inserted for tighter slew control. Second, the design of
3 ns skew bound consumes lower energy than 1 ns skew bound.
This is mainly because the 3 ns skew constraint reserves more
feasible solutions during clock network construction, which
helps to obtain a low-energy clock network. However, using
relaxed skew bound of 10 ns cannot hold this benefit, since
it allows larger clock skew thus requires more buffers for
tighter slew to reach a similar Fmax as 1 ns or 3 ns skew
bound. Third, compared with the UnBH design targeting at
skew minimization only, our method achieves up to 30%
energy reduction in the frequency range from 8.0 MHz to
8.4 MHz. This is because a buffered clock tree has shorter
wirelength and a smaller driver than the UnBH design. We
note that a higher Fmax target will shorten the energy gap
between ours and the UnBH. Under the relaxed skew bound,
the clock energy increases slower than that of tight skew
bound as the slew bound increases. But, the relaxed skew
bound results in lower Fmax than other two curves. Thus, we
see that by controlling both the skew and slew bounds, we
design a low-energy clock network for a given target Fmax

more effectively.
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TABLE II

Deterministic Clock Routing Results Under Various Slew and Skew Bounds Including Wirelength (μm),

Buffer Count, Skew (ns), Slew (ns), and Clock Energy Per Cycle (pJ)

Slew Skew WL #Bufs Skew Min Slew Max Slew Avg. Slew Energy Per Cycle
Bound Bound LUT SPICE LUT SPICE LUT SPICE LUT SPICE SPICE Ratio

0.5 6678 40 0.27 0.38 2.5 2.5 3.0 2.9 2.7 2.6 1.17 1.00
3 1.0 5268 40 0.81 0.78 1.5 1.5 3.0 2.9 2.5 2.4 1.09 0.93

2.0 5159 39 1.56 1.70 2.0 1.9 3.0 2.9 2.5 2.4 1.08 0.92
0.5 7761 28 0.50 0.51 3.5 3.5 5.0 4.8 4.1 4.0 1.14 0.97

5 1.0 5864 27 1.00 0.98 3.0 3.0 5.0 4.8 4.0 3.8 1.01 0.86
2.0 5127 25 1.79 1.92 2.0 2.0 5.0 4.8 3.8 3.7 0.94 0.80
0.5 6104 16 0.50 0.50 5.5 5.4 6.5 6.3 5.6 5.4 0.91 0.78

7 1.0 5501 16 0.75 0.73 5.0 4.9 6.5 6.3 5.3 5.2 0.87 0.74
2.0 4968 16 1.26 1.23 4.0 4.0 6.5 6.3 5.1 5.0 0.84 0.72

Both LUT and SPICE simulation results are included in clock timing.

C. Deterministic Clock Routing Results

1) Efficiency of Slew and Skew Control: Table II shows
clock synthesis results under various upper bounds for the
slew and skew using deterministic DP+DME algorithm. We
show the wirelength (μm), buffer count, clock skew (ns),
slew distribution (min/max/avg) (ns), and clock energy per
cycle (pJ). First, LUT-based modeling approach is trustworthy
to estimate the buffer timing during clock synthesis. By
comparing the value from LUT and SPICE simulation, the
differences are within 0.2 ns. Second, for each design, both
clock skew and slew from SPICE simulation are under the
given upper bounds. This demonstrates the efficiency of our
deterministic DP+DME algorithm in controlling both clock
skew and slew for ULV circuits.

2) Runtime Versus Quality Tradeoff: Fig. 12 shows the
comparisons for normalized clock energy per cycle and run-
time using two slew granularity g={0.5 ns, 0.25 ns} and the
maximum allowed solution count K for each feasible slew
value, where K={2, 5, 10, 20}, correspondingly. The resulting
clock energy and overall runtime are closely related to these
two settings in the DP algorithm. A lower energy clock design
can be obtained by either using finer slew granularity or
storing more intermediate solutions. However, at the same
time, a significant amount of runtime has to be paid to find
an optimal solution in DP+DME algorithm. We choose 0.5 ns
slew granularity and allow maximum ten solutions for each
feasible slew in the DP+DME for the consideration of both
low-energy clock design and reasonable runtime.

D. Statistical Versus Deterministic Methods

Fig. 13 shows the efficiency of our variation-aware method-
ology. We compare the deterministic and statistical DP+DME
techniques in terms of the μ+2σ skew, the worst-case skew,
and the clock energy. There are two major differences between
these two methods: 1) statistical DP+DME uses variation-
aware LUTs, which include the sample mean and standard
deviation of delay and slew with respect to the input slew and
loading capacitance, as well as the covariance between buffer
delays, and 2) we employ the statistical skew bound to cope
with the control on the variation-caused skew uncertainty. We
observe that both μ+2σ and the worst-case skew are efficiently

Fig. 12. Impact of the slew granularity g and the maximum number of
solutions K for each feasible slew value on the energy per cycle and runtime,
where g={0.5 ns, 0.25 ns} and K={2, 5, 10, 20}.

Fig. 13. Comparisons between deterministic and statistical DP+DME
techniques in μ+2σ skew and the worst-case skew.

reduced by using the statistical method with marginal energy
penalty.

E. Comparison With Existing Works

For ULV circuit clock tree routing, Tolbert et al. [2] focused
on clock slew minimization only for low power and reliability.
Seok et al. [7] compared UnBH and BufH topologies in ULV
operation under different supply voltages, technologies, and
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TABLE III

Comparisons Between LSHS Method [2] and Our DP+DME Algorithm in Nominal and Statistical Conditions

In Nominal Condition In Statistical Condition Reduction %
ckt Method WL #B Skew Slew EPC Skew MaxSlew Skew EPC Skew Skew

Max μ σ μ+2σ Worst μ σ Nom. μ+2σ Worst
ckt1 LSHS 4968 31 16.7 3.8 0.99 17.7 1.8 21.2 23.5 4.9 0.6

Our DP+DME 5725 32 1.9 3.8 1.04 4.5 2.0 8.5 13.7 4.9 0.6 88.7 −5.7 59.7 41.6
ckt2 LSHS 10 760 65 14.7 3.9 2.11 16.8 1.6 19.9 23.3 5.2 0.6

Our DP+DME 11 061 66 3.1 3.8 2.13 6.4 1.9 10.2 13.3 5.1 0.6 79.0 −1.1 48.6 43.1
ckt3 LSHS 19 497 109 15.2 3.9 3.53 17.8 1.6 20.9 25.2 5.6 0.6

Our DP+DME 20 719 113 3.0 3.8 3.64 7.4 1.7 10.8 16.5 5.5 0.6 80.3 −3.1 48.3 34.7
ckt4 LSHS 26 603 127 15.4 3.9 4.43 19.1 2.2 23.6 28.3 5.8 0.6

Our DP+DME 27 794 131 1.7 3.8 4.54 8.5 2.1 12.8 17.1 5.7 0.6 89.1 −2.4 45.8 39.5
ckt5 LSHS 21 101 144 15.2 3.9 4.64 18.8 1.8 22.4 31.2 5.8 0.6

Our DP+DME 23 703 151 2.6 3.8 4.86 8.1 1.8 11.7 15.5 5.6 0.6 83.2 −4.8 47.6 50.3

We show the wirelength (μm), skew (ns), slew (ns), and energy per cycle (EPC in pJ).

Fig. 14. Fmax distribution versus energy per cycle in statistical condition for
ckt1. We compare three methods: our DP+DME technique, UnBHs [7], and
LSHS [2].

design sizes. Our proposed method is to generate buffered
clock tree by controlling both slew and skew for low-clock
energy and high Fmax. To obtain the results of [2], we
apply tight slew bounds and relaxed skew bounds (LSHS)
as suggested by the authors. This is suggested because using
relaxed skew bound leads to the lowest clock energy per cycle
for a specific slew value. To reproduce the results of [7], we
construct symmetric UnBH and BufH, and design an inverter
chain as a clock driver for the entire H-tree. We take into
account the energy from the clock driver as well as clock
buffers, sinks load, and interconnect.

We first show a detail comparison between our DP+DME
algorithm and the LSHS [2] in Table III; both methods focus
on buffered clock tree design in ULV clock systems. Our
DP+DME algorithm is assigned a tighter skew bound but the
same slew bound as the LSHS method. Table III shows the
comparisons in both nominal and statistical conditions. The
LSHS method takes the advantages of less clock energy, but
suffers large amount of skew and its variability. Our algorithm
reduces the skew by up to 89.1% in nominal value, 59.7% in
2σ skew, and 50.3% in the worst-case skew, and sacrifices a
small amount of energy per cycle around 1–5.7%.

Fig. 14 shows the Fmax versus clock energy per cycle
tradeoff in statistical condition for ckt1. We compare UnBH

Fig. 15. Comparison of UnBH, BufH [7], LSHS [2], and our DP+DME
methods in μ + 2σ skew.

[7], LSHS method [2], and our DP+DME technique. We
observe the tradeoff between high Fmax and low clock energy
in all these results. To improve Fmax in UnBHs, we upsize
the driver. We also tighten the slew bound from 7 ns to
4 ns for the LSHS method [2]. In our DP+DME, we try
several combinations of slew and skew bounds and report
the results. Compared with UnBHs [7], our method achieves
more than 21.0–27.6% energy savings around the 8 MHz Fmax.
Compared with the LSHS method [2], we obtain more than
13% Fmax improvement with marginal energy penalty (around
the normalized energy of 1.0) or more than 20% energy
savings at comparable Fmax of 8 MHz.

Figs. 15–18 show the comparisons among UnBH [7],
BufH [7], LSHS method [2], and our statistical DP+DME al-
gorithm for benchmark ckt1–ckt5. These comparisons include
the μ+2σ skew, μ+2σ maximum slew, Fmax distribution, and
normalized clock energy per cycle. The LSHS method uses
4 ns slew bound.1

First, the UnBH design achieves the minimum skew be-
cause of its symmetric structure and negligible interconnect
resistance (see Fig. 15). Our DP+DME algorithm achieves

1The slew bound is to limit the mean value of the maximum slew. The
resulting μ + 2σ slew will exceed the bound. We observe that a tighter slew
bound helps to narrow the overall slew distribution.
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Fig. 16. Comparison of UnBH, BufH [7], LSHS [2], and our DP+DME
methods in μ + 2σ maximum slew.

Fig. 17. Comparison of UnBH, BufH [7], LSHS [2], and our DP+DME
methods in Fmax distribution.

comparable or even better skew compared with BufH de-
sign, whereas the LSHS method results in the largest skew
degradation.

Second, the LSHS method shows the advantage in minimiz-
ing the variation-aware slew (see Fig. 16). Both unbuffered
and BufHs have high slew. This large slew degradation can
be reduced by upsizing the driver or the internal clock buffers
with inevitable penalty of extreme larger clock energy.

Third, because we efficiently control both clock skew and
slew, our method obtains a high Fmax (see Fig. 17) and
outperforms the other three methods in achieving the lowest
clock energy (i.e., 10–40% energy savings, see Fig. 18).
Fig. 19 shows the variation-aware Fmax distribution of the
four methods for ckt1. Our clock network achieves the highest
sample mean Fmax of 8.2 MHz and narrower standard deviation
of 0.08 MHz. This is comparable with UnBH result and much
better than other two methods.

In addition, the LSHS method achieves lower energy than
UnBHs at the cost of low Fmax. The BufH consumes the high-
est energy but in low Fmax, which matches the observations [7].
Therefore, we conclude that a simultaneous management of
variation-aware slew and skew proves to be an efficient way
to obtain a low-energy and robust clock network targeting at
a high Fmax in ULV circuits.

Fig. 18. Comparison of UnBH, BufH [7], LSHS [2], and our DP+DME
methods in normalized energy per cycle.

Fig. 19. Comparison of Fmax distribution among UnBH, BufH, LSHS, and
our DP+DME for ckt1.

VII. Extensive Discussions

A. Results of 130-nm Technology

We extend our discussion on 130-nm technology. The com-
parisons of UnBH, BufH, low-slew and high-skew (LSHS),
and our DP+DME method are shown in Table IV for ckt1. The
threshold voltage of NMOS and PMOS from 130-nm PTM
model are 378 mV and −4321 mV, respectively. The supply
voltage is set to 300 mV with 1-σ threshold voltage swing as
10 mV. The per-unit-length wire resistance and capacitance are
0.028 
/μm and 0.267 fF/μm, respectively. The interconnect
parasitic resistance is much lower in 130 nm than in 45-nm
technology.

We have consistent observations that: 1) our DP+DME
algorithm achieves comparable Fmax distribution and 19%
less power than UnBH; 2) compared with the LSHS and BufH
methods, we obtain both higher Fmax and more than 30%
power reduction; and 3) UnBH results in near-zero skew and
LSHS method has lowest slew. But our DP+DME method
controls both slew and skew variability.

B. Impact of Wire Thickness

In this section, we discuss the impact of wire thickness on
ULV clock performance. Note that our DP+DME algorithm
is able to consider various interconnect parasitics or using
different technology. To reduce the parasitic resistance, we
use thin-global interconnect with 0.8 μm thick, 0.6 μm wide,
and 0.4 μm space, which refers to the metal layers [19]. The
corresponding per-unit-length wire resistance and capacitance
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TABLE IV

Comparisons of UnBH, BufH, LSHS, and Our DP+DME Methods in

130-nm Technology

Method
Skew (ns) Slew (ns) Fmax (MHz) EPC (pJ)
μ σ μ σ μ σ SPICE Ratio

UnBH 0.00 0.00 4.08 0.59 18.17 0.10 0.50 1.19
BufH 0.96 0.36 3.89 0.58 17.89 0.18 0.55 1.31
LSHS 5.99 0.59 1.61 0.17 16.70 0.17 0.57 1.34
Our 1.11 0.26 2.12 0.22 18.20 0.10 0.42 1.00

TABLE V

Comparisons of UnBH, BufH, LSHS, and Our DP+DME Methods

Using Thick Wires

Method
Skew (ns) Slew (ns) Fmax (MHz) EPC (pJ)
μ σ μ σ μ σ SPICE Ratio

UnBH 0.00 0.00 11.36 1.71 8.08 0.10 1.02 1.25
BufH 3.54 1.33 14.37 2.27 7.69 0.19 1.06 1.29
LSHS 16.98 1.69 4.75 0.62 7.43 0.10 0.95 1.16
Our 2.73 0.60 6.73 0.85 8.18 0.08 0.82 1.00

TABLE VI

Comparisons of UnBH, BufH, LSHS, and Our DP+DME Methods

for a Small Circuit

Method
Skew (ns) Slew (ns) Fmax (MHz) EPC (pJ)
μ σ μ σ μ σ SPICE Ratio

UnBH 0.00 0.00 9.01 1.36 8.22 0.09 0.79 1.05
BufH 4.76 0.91 10.92 1.51 7.81 0.13 0.83 1.12
LSHS 5.96 0.85 4.89 0.67 8.08 0.07 0.82 1.10
Our 2.50 0.58 6.44 0.88 8.22 0.08 0.75 1.00

are 0.046 
/μm and 0.177 fF/μm, respectively. The compar-
isons of UnBH, BufH, LSHS, and our DP+DME method are
shown in Table V for ckt1.

We have similar observations that our algorithm can result
in less energy and high Fmax than other three methods. The
interconnect delay is in the order of picoseconds, whereas the
buffer delay is in the order of nanoseconds. Our algorithm
can efficiently control the clock skew and slew by balancing
the buffer delay and managing the loadings and input slew.
Therefore, using less parasitic resistance does not affect the
performance of our algorithm.

C. Impact of Circuit Size

We have created a small circuit to discuss the impact of
circuit size, which has 120 μm ×130 μm footprint area, and
159 clock sinks. The comparisons of four methods are shown
in Table VI. Our method achieves comparable Fmax to the
UnBH and 5% power reduction. For smaller circuits, it is
much easier for the UnBH to obtain lower slew, thus does not
cause large power overhead as in large circuits. In addition, our
DP+DME still outperforms other two methods in achieving
large Fmax and less power. Therefore, our method is more
efficient in large-scale ULV circuits for high Fmax and low
energy.

D. Impact of Vdd Variations

Our algorithm uses LUTs to store the statistical delay and
slew with respect to input slew and loading capacitance, as

TABLE VII

Comparisons of UnBH, BufH, LSHS, and Our DP+DME Methods

Under Both Power Supply and Threshold Voltage Variations

Method Skew (ns) Slew (ns) Fmax (MHz) EPC (pJ)
μ σ μ σ μ σ SPICE Ratio

UnBH 0.01 0.00 13.03 4.19 7.98 0.25 1.08 1.27
BufH 1.93 0.62 14.05 4.49 7.81 0.29 1.12 1.31
LSHS 17.66 5.62 4.07 1.31 7.44 0.37 0.99 1.16
Our 1.32 0.42 5.61 1.81 8.35 0.15 0.85 1.00

well as the covariance between buffer delays. Therefore, our
algorithm is able to consider other types of variations. We have
included both supply voltage variations (with nominal value
of 550 mV and 1-σ swing of 10 mV) and threshold voltage
variations. The comparisons of UnBH, BufH, LSHS, and our
DP+DME methods are shown in Table VII. Our method is
efficient to obtain the highest Fmax than other three methods
and achieve 16–31% energy reduction.

VIII. Conclusion

In this paper, we studied the methodology of low-energy
and robust clock network design for ULV circuits. We ob-
served that both clock slew and skew need to be accurately
controlled to ensure a high maximum operating frequency
(Fmax) in ULV circuits. We showed that buffer insertion is
an important mean to achieve this goal. We proposed a
variation-aware methodology that controls both clock skew
and slew to maximize Fmax and minimize clock power. In
addition, we implemented the DP-based ULV clock routing
and buffering methods (DP+DME) in both deterministic and
statistical conditions. Experimental results showed that we are
able to construct clock trees that are variation aware, low
power, and high performance (Fmax) while satisfying the given
slew and skew constraints for ULV operations.
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