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Abstract—In this paper, we present the first optical router for
3-D system-on-package (SOP). Recent advances in optical device
integration for SOP offer drastic advantages over electrical inter-
connects. We propose efficient algorithms for the construction of
timing and congestion-driven waveguides taking into account the
optical resource constraints. Our experimental results suggest that
smart placement of waveguides coupled with other routing tech-
niques can reduce electrical wirelength by 11% and improve per-
formance by 23%, when a single optical layer is introduced for
every placement layer.

Index Terms—Optical routing, system-on-package (SOP), wave-
guide construction.

I. INTRODUCTION

THE system-on-chip (SOC) paradigm is a new system
integration approach, where not only more and more

transistors but various mixed-signal active and passive com-
ponents are also integrated into a single chip. However, the
systems community is beginning to realize that SOC presents
fundamental, engineering, and investment limits [1]. This
led to the 3-D system-on-package (SOP), where the package
not the chip becomes the medium for system integration. An
illustration is shown in Fig. 1. This improvement comes in two
ways: 1) It uses CMOS-based silicon for what it is good for,
namely, for transistor integration, and the package, for what it
is good for, namely, radio frequency (RF), optical, and digital
integration by means of integrated circuit (IC)-package-system
co-design. The SOP package, therefore, overcomes both the
computing limitations and integration limitations of SOC,
system-in-package (SIP), multichip module (MCM), and tradi-
tional system packaging.

Optoelectronics, which today finds use primarily in the
back planes and in high-speed board interconnects, is fast
moving onto SOP as chip-to-chip for high input/output (I/O)
and high-speed interconnections. Optical interconnects are
replacing copper ones and thus addressing both the resistance
and crosstalk issues of electronic ICs [2]. Wide area, high speed
optical clock, and data transport simplifies the digital architec-
ture because fewer parallel transmission lines are needed for
the same bandwidth. Also, optical links have low crosstalk and
are not susceptible to electromagnetic interference (EMI) noise,
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Fig. 1. Comparison among SOC, MCM, SIP, and SOP.

thus also reducing the need for decoupling capacitors. In addi-
tion, wavelength division multiplexing (WDM) allows a single
waveguide to be shared among multiple optical interconnects,
thereby significantly reducing the area used by an interconnect.

Chang et al. [2] recently proposed a low-cost opto/digital
integrated circuit on a standard printed wiring board. They
successfully developed a low-temperature polymer process
for fabricating and integrating optoelectronic components
such as lasers, waveguides, and photo-detectors onto printed
wiring boards for mixed signal SOP applications. Chen et al.
demonstrated a fully embedded implementation of high-speed
optical communications within one board [3]. A 12-channel
linear array of thin-film polyimide waveguides, vertical-cavity
surface-emitting lasers and silicon photodetectors were used for
this experiment. Also, a 1-to-48 optical clock signal distribution
network for Cray T-90 supercomputer was demonstrated. The
WDM concept has been experimentally demonstrated in [4]. A
pseudo-random data generator circuit on the chip was used to
feed 10 channels with different data that were combined at a re-
flective grating and transmitted through the optical fiber. GaAs
diodes that were flip-chip bonded onto 0.5 m silicon CMOS
were used as modulators as well as detectors to spectrally split
the incoming beam by wavelength. Such experiments have
proved that optical routing on the package level is a promising
solution.

In this paper, we present the first optical router for 3-D SOP.
A recent work on placement for 2-D SOP is presented in [5].
The authors in [6] performs clock routing using optical waveg-
uides. Our approach is to start with a pure electrical intercon-
nect routing solution, build a set of customized waveguides, and
convert a subset of electrical wires into optical interconnects by
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Fig. 2. Optical routing in SOP [2].

rerouting them to use these waveguides. The WDM capability
allows us to assign multiple electrical nets to each waveguide,
where each waveguide has a limit on the number of different
wavelengths it can handle. In addition, various kinds of mod-
ules such as lasers, splitters, couplers, and photo detectors used
for each waveguide occupy physical space in the layout. Thus,
our optimization goal is to minimize the total wirelength and
delays under various layout capacity constraints.

This paper is organized as follows: Section II presents an
overview of the optical routing technology for SOP. Section III
presents the problem formulation. Section IV presents our 3-D
SOP optical routing algorithm. Experimental results are shown
in Section V, and we conclude in Section VI.

II. SOP OPTICAL INTERCONNECT TECHNOLOGY

In Fig. 2, are shown the basic technologies required for a
fully integrated digital-optical micro-system. The text boxes
indicate enabling integration technologies which have been
developed to achieve full digital-optical functionality. Each
high-frequency output port from a processor modulates a spe-
cific laser in an array. The digitized optical signal is coupled
through a micro-lens array, into the optical signal distribution
network comprising waveguides, splitters, couplers, gratings,
etc., where it is transported to its destination. The optical signal is
detected by a specific photodiode in an array of optical receivers,
and converted to an electrical signal that is input into a specific
port of the receiving processor. The signaling is bidirectional
and nonblocking. Optical signals are coupled in and out of the
optical transport network by a number of means that include
gratings, lenses, waveguide end-mirrors, directional couplers
and evanescent coupling. The entire opto/digital microsystems
is built directly on the buffer layer which is fabricated on low
cost FR-4 and APPE boards.

There are different types of signal losses in optical routing.
First, certain optical devices have internal signal losses asso-
ciated with them. For example, the splitting loss of an optical
splitter is about 0.4 dB per splitter as demonstrated in [7]. Op-
tical waveguides have internal as well as external losses. Internal
losses are primarily due to material absorption and propagation.
Absorption effects in general are more prominent at the higher
wavelengths while propagation losses in waveguides are esti-
mated at 0.36 dB/cm at a wavelength of 1.3 m [8]. The length
of a waveguide is critical from a physical design standpoint as a
greater length corresponds to greater propagation loss. Extrinsic
losses typically result from scattering off of profile roughness
and defects. Second, signal losses also result from optical wave-

Fig. 3. Illustration of the layer structure and routing resource in SOP. The black
and white dots, respectively, denote the original and redistributed pins. The ar-
rowed line denotes feed-through via.

guide bending. For example, when a signal passes through a
bent optical waveguide, the tangential velocity of the signal in a
cladding layer will exceed the velocity of light. Hence this por-
tion cannot stay in phase and splits away from the guided mode
signal resulting in signal loss. As a result, a greater bending ra-
dius corresponds to a lower signal loss. Thus, we impose a limit
on the maximum waveguide length and the number of bends
while constructing waveguides in order to minimize signal loss.

III. PRELIMINARIES

A. Problem Formulation

The layer structure in multilayer SOP is illustrated in Fig. 3.
The placement layers contain the blocks (such as ICs, embedded
passives, opto-electric components, etc), which from the point
of view of physical design are just rectangular blocks with pins
along the boundary. The interval between two adjacent place-
ment layers is called the routing interval. A routing interval con-
tains a set of routing layers sandwiched between pin distribution
layers. At the core of the routing layer set is a single optical
routing layer that contains both waveguides and optical mod-
ules such as laser, lens, detector, splitter, and grating. The pin
distribution layers in each routing interval are used to evenly dis-
tribute pins from the nets that are assigned to this interval. Then
these evenly distributed pins are connected using the routing
layer pairs. A feed-through via is used to connect two pin dis-
tribution layers from different routing intervals. The nets which
have all their terminals in the same placement layer are called
i-nets, while the ones having terminals in different placement
layers are x-nets.

Given a 3-D SOP placement, a set of nets and number
of placement layers , the 3-D SOP Optical Routing Problem
is defined formally as follows: generate a routing topology for
each net , assign to optical or electrical routing layer or
both, and assign all pins of to legal locations. All conflicting
nets are assigned to a different routing layer. The goal is to min-
imize a weighted sum of: 1) the maximum delay among all nets;
2) total wirelength of all nets; and 3) total routing layers (elec-
trical and optical) used. The constraints include via and wire
capacity for each routing region in a given 3-D SOP structure.

B. Delay Model

Our approach is to first start with a pure electrical routing so-
lution and build optical waveguides based on the usage of the
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Fig. 4. (a) interconnect with both electrical and optical components and (b)
RC-model, where C models the electrical-to-optical signal convertor andR
models the optical-to-electrical signal convertor.

routing channels. We then convert a subset of these electrical
nets to optical by utilizing the pre-built waveguides. Note that
this electrical-to-optical conversion requires lasers and detec-
tors. We model the following components in our electro-optical
delay computation (see Fig. 4):

• : delay of the driving gate;
• : electrical wire delay from the driver to laser;
• : intrinsic delay of the laser ( electrical to optical signal

conversion);
• : flight time of signal in an optical waveguide;
• : intrinsic delay of the detector ( optical to electrical

signal conversion);
• : electrical wire delay from the detector to sink gate;
• : delay of the sink gate.
The computation of electrical part ( , and )

is based on Elmore delay model [9]

(1)

where is the path from source node to sink is the
local resistance seen at node is the downstream capaci-
tance seen at node . The computation of optical part ( ,
and ) is based on linear delay model [6]

(2)

where is the length of the waveguide, and is the constant
representing delay per unit length in the optical interconnect.
We use the values reported in [2] for and . Thus, the delay
of any source-to-sink interconnect is the summation of all seven
components mentioned above.

We use the following closed-form formula for the entire
electro-optical interconnect (see Fig. 4):

(3)

where are the start and end points of the waveguide, is
the driver resistance, is the load capacitance, is the unit
wire resistance and capacitance, is the opto-device output
resistance, is the opto-device input capacitance, is the
opto-devices intrinsic delay, is the waveguide signal velocity,
and is the length of the wire. The convertors are modeled as
buffers, and hence are assumed to have an input capacitance (for
electrical-to-opto convertor) and output driver resistance (for
opto-to-electrical convertor). The convertors also have intrinsic
delay terms captured by .

IV. SOP OPTICAL ROUTING ALGORITHM

We develop the following algorithms for various steps re-
quired during the SOP optical routing process: 1) construction
of optical waveguides based on performance and congestion
consideration; 2) optimum net-to-waveguide mapping using
maximum-flow minimum-cost network flow model; and 3)
ripping and rerouting of existing nets to relieve congestion and
make maximum utilization of waveguides.

A. Overview of the Algorithm

Compared with the conventional “single device multiple
routing layer” model as in IC, PCB, and MCM routing, SOP
routing is more general in that it requires “multiple device
multiple routing layer” model. Due to the complexity involved
in this 3-D routing process, we divide the entire process into
the following steps.

1) Pin redistribution: we first determine which set of net seg-
ments are assigned to each routing interval. The pins from
these nets are then evenly distributed in the pin distribution
layers.

2) Topology generation: Steiner trees are generated for all
nets in each routing interval so that the performance of the
routed design is optimized.

3) Waveguide construction: a planar set of optical waveguides
is constructed based on the topology generation in each
routing interval. Each waveguide has up to a single bend
and its maximum length is constrained.

4) Optical net selection: a subset of nets that makes the best
use of the waveguides is chosen. Each net is assigned to a
unique waveguide based on its proximity and capacity.

5) Optical routing: each optical net is rerouted so that it uses
the entire waveguide it is assigned to while minimizing the
length of its electrical portion.

6) Layer assignment: the routed nets are assigned to a unique
routing pair in the routing layer so that the total number of
layers used is minimized.

7) Local routing: the location of feed-through via for each net
in the routing channel is determined. In addition, we finish
the connection between the original and distributed pins.

We use the pin redistribution and layer assignment algorithms in
[10] and topology generation algorithm in [11]. In addition, we
use the congestion-driven rip-up-and-reroute algorithm in [12]
for local routing. Therefore, the focus of this paper is to develop
heuristics for the waveguide construction, optical net selection,
and optical routing.



808 IEEE TRANSACTIONS ON COMPONENTS AND PACKAGING TECHNOLOGIES, VOL. 30, NO. 4, DECEMBER 2007

Fig. 5. Pseudocode for timing-driven waveguide construction.

B. Waveguide Construction Algorithm

Our goal during optical waveguide construction is to choose
the most optimum nets for optical routing based on their loca-
tions and properties such as wirelength, delays, and number of
bends. In our model, each routing layer is represented by a grid
graph , where each node specifies a region in the layer
and each edge represents the adjacency between neighboring
regions. The nodes and edges are characterized by capacities.
Specifically, the nodes are annotated with optical device capac-
ities and the edge capacities correspond to number of waveg-
uides. A simple calculation based on the dimensions given in [2]
for a 1 cm by 1 cm package, represented by a 10 10 routing
grid, gives the node capacity to be 4 and edge capacity can vary
between 4 to 8 [4]. In this paper, we assume the edge capacity
to be 4. In addition, each waveguide can carry up to 10 multi-
plexed signals. This means there are up to 40 nets that can be
assigned to each routing edge in .

1) Timing-Driven Waveguides: The construction of the
timing-driven waveguides considers the timing critical nets.
The aim of the waveguide construction is to primarily reduce the
worst delays of the design and secondarily improve electrical
wirelength and routing layers cost. The timing criticality of a
net is defined as the ratio between the net delay and the worst
delay among all nets in the routing layer. The delay values are
available since nets are already routed using electrical routing
resources. A net is said to be a critical net if its criticality
exceeds a predefined criticality level.

The pseudocode of the timing-driven waveguide construction
algorithm is shown in Fig. 5. Our timing-driven approach is
based on the following important observation.

Lemma 1: Given a multipin net routed with pure electrical
wires, converting a part of into optical will not degrade the
performance if 1) the overall topology is maintained, and 2) the
delay reduction caused by optical waveguides exceeds the delay
penalty caused by optical modules.

Thus, our timing-driven approach is to preserve the routing
topology of the timing critical nets and convert parts of the nets
into optical only when the overall delay reduction is positive.

The algorithm starts with the set of pre-selected timing crit-
ical nets, which are sorted by their criticalities. The paths for
each of the critical sinks (sinks with delays above a threshold)
of the net are computed. These paths are segmented at its branch

Fig. 6. Timing-driven waveguides for five timing critical nets. The net n ; n ,
and n are multi-pin nets. The gray and black nodes, respectively, denote the
source and sink nodes. The waveguides are shown in dotted lines.

points, and the set contains a set of no-branch segments.1 The
candidate locations for waveguides are determined for each of
the segmented paths. The optimal delay location for the wave-
guide is achieved by differentiating with respect to
and solving it for zero

(4)

The optimal delay location is close to the center of the line
if and and the size of the waveguide
is constrained (i.e., constant). The cost of waveguide
insertion at each of the locations is calculated based on the
number of bends and distance from the midpoint of the
path. The node and edge usages are also taken into consideration
for device and waveguide allocation. The cost of the location is
given by

cost bends
usage

capacity
(5)

where are the weights for the cost factors. In our ex-
periments, and was chosen to be 1, whereas was chosen
to be 2. The waveguide is constructed at the location with the
minimum cost (see Fig. 6). It is possible that the waveguides
may cross each other at some nodes. However, such waveguides
can be split at those junction points, and opto-devices plus a
local electrical connection can be used to bridge the broken op-
tical connections. A small penalty is incurred at those points for
opto-conversions and local electrical wiring. The waveguides
constructed are therefore guaranteed to be planar.

2) Congestion-Driven Waveguides: The objectives in the de-
sign of congestion-driven waveguides are to reduce the costs of
electrical wiring and routing layers while not compromising de-
sign performance. Heavily used edges are obtained by noting the
number of nets that pass through each edge and choosing edges
which surpass a certain threshold. In our customized waveguide
construction, heavily used edges are noted in each routing in-
terval and planar waveguides are constructed in these areas to

1We assume that our timing-driven optical waveguides allow up to a single
bend but prohibits branching.
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Fig. 7. Standard waveguides. The gray nodes indicate extry/exit points for each
waveguide.

Fig. 8. Pseudocode for congestion-driven waveguide construction.

reduce the number of electrical nets using these edges and thus
reduce congestion.

Fig. 8 shows our customized waveguide construction algo-
rithm. Our greedy approach starts with a set of heavily used
routing edges from a given global routing solution. Our
“cluster growth” based method attempts to grow the current
waveguide by adding an edge from based on the distance
between and . The waveguide has to be a straight line with
no bends all the time2, and its maximum length is also limited.
In case there exists a discontinuity between and , we fill
the gap using any intermediate edges to keep a straight line.
Upon the completion of constructing a single waveguide, we
check for the planarity, i.e., we check to see if adding to
the current set of waveguide does not cause any crossing.
Last, the set contains all legal and optimized waveguides. A
minimum length of two edges and a maximum length of four
edges is allowed for any waveguide in our experiment. This
is because a single-edge waveguide is impractical from a cost
standpoint, whereas waveguides with length greater than four
edges would suffer from signal loss and low utilization.

3) Standard Waveguides: The method described for the con-
gestion-driven waveguides requires a different layout for each
optical layer that is generated for a specific routing interval.

2Note that we do not allow any bends in our congestion-driven waveguides
unlike timing-driven waveguides. This is because the strict requirement reduces
the signal loss significantly but has very little impact on the utilization under the
congestion objective.

Fig. 9. Flow network for opto-net selection.

From a fabrication point of view, this would be more time con-
suming as there exists no standard design for any optical layer.
In our Standard Waveguide Construction, we address this issue
by choosing a standard subset of edges in every routing interval
irrespective of their individual usages. This approach, however,
can result in lower utilization of waveguides which makes it
an inefficient solution. Our standard waveguide construction is
straightforward in that a fixed subset of edges is used for the
waveguides for every optical layer in the SOP. As shown in
Fig. 7, each waveguide has a length of 4 edges and there are 16
waveguides in each routing layer. The waveguides could have
also been constructed using horizontal edges, but that makes a
negligible difference in the overall results.

C. Optical Net Selection Algorithm

The next step is to select a set of nets and assign them to
the waveguides we constructed. We use a minimum-cost max-
imum-flow network flow model to select the most optimal nets
to be assigned to each waveguide. The goal of this model is to
minimize the overall cost while respecting the individual edge
capacities. This model is illustrated in Fig. 9, where a source
node connects to the net nodes (each net is assigned a node) and
all waveguide nodes (each waveguide is assigned a node) are
connected to a sink node. A net node is connected to a partic-
ular waveguide node if all the routing edges in that waveguide
are contained in the net. Each edge in this flow graph is assigned
a capacity and cost value. We assign a capacity of 40 and cost
of 0 for every waveguide-to-sink edge because a maximum of
40 nets can use the waveguide and no waveguide costs different
from another. The minimum length of nets considered for op-
tical routing is 4 because it needs to utilize all edges of its wave-
guide. Each net-to-waveguide edge has a cost equal to number
of edges in the net that are not in any waveguide because such
edges will have to be routed electrically and it is better to min-
imize these connections in an optically routed net. Finally, the
flow analysis provides flow values for each edge that tells us
how useful it is to retain that edge in our final model. For ex-
ample, when a waveguide has more than 40 nets mapped to it,
we utilize these flow values to only retain nets with the 40 max-
imum flow values.

D. Optical Routing

The customized waveguides either cover timing critical net
segments or heavily congested areas of the routing layer. Hence,
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Fig. 10. Rerouting of the net to go through the optical channel. The figure
shows electrical routes (dashed line) before and after rerouting through the op-
tical waveguide (bold line).

after routing the net through the optical waveguides, it is desir-
able for the electrical part of the net not to go through these op-
tical regions (see Fig. 10). In order to achieve this, all nets that
utilize optical waveguides are segmented into three parts and
rerouted: 1) the electrical part of the net topology containing
the entry of the waveguide, 2) the optical waveguide, and 3) the
electrical part of the net topology containing the exit point of
the waveguide. Then our goal is to reroute 1) and 3) while not
using 2). The nodes in the routing graph corresponding to the
waveguides are deleted, ensuring that the net subtrees do not
use them, thereby reducing overall electrical routing congestion.
However, if the worst delay for the net deteriorates beyond the
performance budget after optical rerouting, the net is converted
back to electrical.

Rectilinear Steiner arborescence creates a routing tree with
minimum source to sink distances for all sinks, and the weight
of the tree is also minimum. It was shown that constructing min-
imal rectilinear Steiner arborescence is NP-complete [13]. We
modify the RSA/G heuristic [11] to consider congestion-driven
weights during the arborescence construction for simultaneous
performance and congestion consideration. Our algorithm starts
by constructing the weighted shortest path subgraph for a given
net to be rerouted by finding out all shortest paths from the
source to sink in . The weight is based on the current usage
of the routing resource graph. The nodes in the subgraph are
ranked according to the weighted distance from the source node
(higher distance translates to higher ranks). The heuristic con-
structs the topology by considering the nodes in descending
order of their ranks and merging them iteratively to form Steiner
nodes. During the tree construction we do not allow merging at
the routing nodes that are occupied by the existing waveguides.

Let be the source of net . is the set of sink nodes of .
Let and be the entry and exit point of the waveguide that

contains. Then, includes as well as the set of all sink
nodes of located close to . is the set of all sink nodes of

located close to . Thus, and . Let be
the set of all nodes included in the waveguide of except and

. Finally, we construct the Steiner arborescence from to
and from to while excluding . This formulation can be
easily extended to consider the nets with multiple waveguides.

V. EXPERIMENTAL RESULTS

We implemented our algorithms in C /STL and ran our ex-
periments on Linux Beowulf clusters. For our experiments we
used the standard GSRC floorplanning benchmarks. The blocks
are placed into four-layer SOPs using our SOP floorplanner

TABLE I
STANDARD VERSUS CUSTOMIZED WAVEGUIDES

[10].3 We used the technology parameters for 0.13 process
[14] for Elmore delay computation. Specifically, the driver re-
sistance of 29.4 k , input capacitance of 0.050 fF,
unit-length resistance of 0.82 m and unit-length capac-
itance of 0.24 fF/ m are used. For calculating the optical
delay, was chosen to be 1.936 10 m/s and was assigned
200 ps [2]. The values of and was chosen to be the same
as and . The wirelengths reported have been scaled down
by 10 m. All routing results are evaluated against the baseline
pure-electrical routing. The runtimes reported are in seconds.

Table I shows the preliminary results obtained after the
construction of waveguides using the two techniques (con-
gestion-driven customized and standard). The two sets of
waveguides were passed through the same opto-net selection
algorithm and hence these results are solely based on the
difference in waveguide construction. Wirelength savings is
calculated as the amount of electrical wiring (in terms of grid
edges) that has been converted into optical routing. Waveguide
utilization is a ratio of number of nets actually using the waveg-
uides to the maximum number of nets that could use these
waveguides. It is evident that customized waveguides provide
much better waveguide utilization and wirelength savings.
Also, they use less number of optical waveguides but convert
more electrical nets into optically routed nets.

Table II compares pure electrical routing with conges-
tion-driven optical routing, optical routing using standard
waveguides, and timing-driven optical routing. In all cases,
only one optical layer is introduced per routing interval. An
average wirelength saving of 8.5% was achieved using cus-
tomized waveguides. The maximum wirelength improvement
was 11% for 50. The amount of wirelength saved is less with
the standard waveguides (3.7%). The number of layers reduce
by one for most cases in congestion-driven optical routing
but mostly remain the same for standard waveguides. The
performances of the designs are preserved for all benchmarks,
with only nominal improvement in some instances. The wire-
length saving in timing-driven optical routing is 3.6% and the
performance enhancement is 19% on the average.

Table III compares timing-driven optical routing with dif-
ferent criticality levels. Reducing criticality levels increases the
number of critical nets considered for waveguide constructions.
While the chances that delay improves increase, the proba-
bility of optical resources capacity violation increases. The
wirelength savings using criticality levels of 0.90, 0.85, 0.80,
are 1.5%, 2.6%, and 4.3%. The performance improvements

3Our attempt to compare to the routing results reported in [5] was not suc-
cessful for several reasons. First, [5] reports only 2-D SOP results. Second, [5]
only reports delay improvement in percentage and does not provide details on
delay models used.
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TABLE II
COMPARISON BETWEEN ELECTRICAL, CONGESTION-DRIVEN, STANDARD WAVEGUIDES AND TIMING-DRIVEN OPTICAL ROUTING

WITH NO VIOLATIONS. WE REPORT THE TOTAL WIRELENGTH, ROUTING LAYER (XY ) USAGE, AND MAXIMUM NET DELAY (NS)

TABLE III
TIMING-DRIVEN OPTICAL ROUTING WITH DIFFERENT CRITICALITY LEVELS. WE REPORT THE TOTAL WIRELENGTH,

ROUTING LAYER (XY) USAGE, MAXIMUM NET DELAY (NS), AND MAXIMUM VIOLATIONS

are 13%, 17.6%, and 22.8%, respectively. However, as the
criticality level reduces, the violations for larger circuits grow.
The number of violations is an indicator of the difficulty in
fixing the violations as a post process. A maximum of 23.7%
delay improvement without resource violations is achieved
with a criticality level of 0.80 for 50 and 100.

VI. CONCLUSION

Optical waveguides are useful for extremely high propaga-
tion speeds, low crosstalk, and transmission of multiple signals
simultaneously. However, device costs and signal losses asso-
ciated with optical devices call for careful consideration during
optical routing within SOP. In this paper, we presented the first
optical router for 3-D SOP. We developed algorithms to handle
the construction of optical waveguides based on performance
and congestion objectives, optimum net-to-waveguide mapping
using maximum-flow minimum-cost network flow model, and
ripping and rerouting of existing nets to relieve congestion and
make maximum utilization of waveguides.
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