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We can observe how 2-SPP networks are significantly smaller in
size than SOPs and SPPs (see for example the benchmarks m4 and dist
in Table II).

In summary, the experiments show that 2-SPP forms provide a very
good compromise between the compact representation, the complexity
of the minimization process, and testability. Besides being more effi-
cient than the SOP regarding area, they are so far the only three-level
forms that ensure full testability of the resulting circuit by construction.

VI. CONCLUSION

In this paper, we studied for the first time the testability of minimal
2-SPP and SPP networks for two static FMs, i.e., the SAFM and the
CFM. For specific classes, i.e., 2 SPPs and SPPs minimal with respect
to the number of literals in any variable ordering, a full testability has
been proven for the SAFM, while for other classes, counter examples
were provided. Networks that are not fully testable have been studied
in order to improve their testability. 2-SPP and SPP networks minimal
with respect to the number of pseudoproducts can be transformed into
minimal fully testable forms.

The redundancy removal technique is a post-processing method,
i.e., it is applied after the miminization of the network. Future work
includes developing a synthesis approach that directly incorporates this
technique during the minimization process.
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Block-Level 3-D Global Routing With
an Application to 3-D Packaging

Jacob Minz and Sung Kyu Lim

Abstract—Three-dimensional (3-D) packaging via system-on-a-package
(SOP) has been recently proposed as an alternative solution to overcome
the limitation of system-on-a-chip (SOC) and meet the rigorous require-
ments of today’s mixed signal system integration. The true potential of
SOP technology lies in its capability to integrate both active and passive
components into a single high speed/density 3-D packaging substrate. The
routing environment for 3-D SOP is more advanced than that of the
conventional printed circuit board (PCB) or multichip module (MCM)
technology—pins are located at all layers of the SOP packaging substrate
rather than the topmost layer only, and various types of vias are available
for layer-to-layer connections. The contribution of this work is to provide:
1) the formulation of the new block-level 3-D global routing problem
under wire length, layer, crosstalk, and congestion minimization and
2) the first global router for 3-D SOP named 3PGR. This paper reviews
various approaches for MCM routing algorithms and investigates their ap-
plicability to the SOP model. The related experimental results demonstrate
the effectiveness of the algorithms.

Index Terms—System-on-a-package, 3-D global routing, 3-D packaging.

I. INTRODUCTION

The semiconductor industry is beginning to question the viability of
system-on-a-chip (SOC) approach due to its low-yield and high-cost
problem. Recently, three-dimensional (3-D) packaging via system-on-
a-package (SOP) [1], [2] has been proposed as an alternative solution
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Fig. 1. Comparison among SOC, MCM, SIP, and SOP.

to meet the rigorous requirements of today’s mixed signal system
integration. An illustration is shown in Fig. 1. The true potential of
SOP technology lies in its capability to integrate both active and
passive components into a single high speed/density 3-D packaging
substrate. Each device layer is used to mount bare digital/analog dies
(possibly using different technologies) and integrate embedded passive
elements, and routing layers and vias are used to connect various
elements. This provides a cost-effective and high-yield solution to
system integration compared to SOC. In addition, 3-D packaging
offers a significant saving in area, delay, and power compared to the
conventional two-dimensional (2-D) packaging [printed circuit board
(PCB) and multichip module (MCM)]. The layer-to-layer connection
in 3-D SOP is more effectively done using various types of vias
compared to wire-bonding-based or stacked 3-D system-in-a-package
(SIP) [3]. Thus, innovative ideas on computer-aided design (CAD)
tools for SOP technology are crucial to fully exploit the potential of
this new emerging technology. However, there exist very few tools,
if not none, that handle the complexity of automatic 3-D SOP layout
generation. Some initial works recently published on physical design
for 3-D SOP include [4]–[11].

Several MCM routing algorithms have been proposed in the lit-
erature [12]–[17]. Several works on MCM pin redistribution include
[18], [19], and [20]. A notable difference between SOP and MCM
routing lies in the fact that there exists multiple device layers in
SOP, whereas in MCM there is only one device layer. Therefore,
nets are now connecting pins located in all intermediate layers in
SOP, and the blocks in each layer behave as obstacles. In MCM,
however, all pins are located only at the top layer, and there exist
no obstacles except for the wires themselves. This makes the SOP
or 3-D package routing problem more general than MCM routing.
Therefore, the existing MCM routers cannot be used directly for the
design of SOP. In addition, recently developed physical design tools
for 3-D ICs [21]–[35] are not applicable either since these tools target
individual gates, whereas in 3-D packaging we place-and-route the
blocks that represent chips and embedded passives. Therefore, our
primary goal is to make the best use of placement and routing layers
available while automatically generating 3-D package layout under
various noise constraints. In this paper, we present 3PGR, the first
global router for 3-D packaging. The contribution of this work is
threefold.

1) We provide the formulation of the new block-level global routing
problem for 3-D SOP under wire length, layer, crosstalk, and
congestion minimization under various capacity constraints.

Fig. 2. Illustration of the layer structure and routing resource in SOP. The
block and white dots, respectively, denote the original and redistributed pins.
The “x” denotes a feed-through pin for an x-net to pass through a placement
layer using a routing channel. The solid, dotted, and arrowed lines denote signal
wires, vias, and feed-through vias, respectively.

2) We formulate and design heuristics for the following new prob-
lems: a) SOP pin redistribution problem; b) SOP net distribution
problem; and c) SOP channel assignment problem.

3) Our linear-time multiphase 3PGR algorithm efficiently achieves
high-quality results.

The remainder of this paper is organized as follows. Section II
presents the problem formulation and an overview of our 3PGR router.
Sections III, IV, and V present our pin redistribution, layer assignment,
and channel assignment algorithms, respectively. Section VI presents
the experimental results. We then conclude in Section VII.

II. PROBLEM FORMULATION

A. SOP Routing Resource

The layer structure in a multilayer SOP is illustrated in Fig. 2.
The placement layers1 contain the blocks (such as ICs, embedded
passives, optoelectric components, etc.), which from the point of view
of physical design are just rectangular blocks with pins along the
boundary. The interval between two adjacent placement layers is called
the routing interval. A routing interval contains a stack of routing
layers sandwiched between pin distribution layers. These layers are
actually x−y routing layer pairs so that the rectilinear partial net
topologies may be assigned to them. The pin distribution layers in each
routing interval are used to evenly distribute pins from the nets that
are assigned to this interval. Then, these evenly distributed pins are
connected using the routing layer pairs. Each placement layer consists
of a pair of x−y routing layers, so routing is permitted. A feed-
through via is used to connect two pin distribution layers from different
routing intervals. Thus, the routing channels in each placement layer
are used for two purposes: 1) accommodate feed-through vias and
2) perform local routing, where a limited number of intralayer con-
nections are made.

In the SOP model, the nets are classified into two categories. The
nets that have all their terminals in the same placement layer are called
i-nets, while the ones having terminals in different placement layers are
x-nets. The i-nets can be routed in a single routing interval or indeed
within the placement layer itself. On the other hand, the x-nets may
span more than one routing interval. Table I shows five different types
of nets existing in SOP global routing along with their layer usage.
Fig. 3 shows the corresponding illustration.

1We use placement layer and device layer interchangeably.
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TABLE I
TYPE OF NETS AND LAYER USAGE FOR A 3-D SOP WITH k PLACEMENT

LAYERS. THE LAYER INFORMATION IS DENOTED IN PARENTHESIS

The routing and pin distribution layers in each routing interval
are modeled with a standard x× y × z 3-D grid, where each node
represents a routing region and each x/y-direction edge represents
each horizontal/vertical boundary among the regions. Each z-direction
edge represents a group of vias each region can accommodate. Thus,
all edges in this 3-D grid are associated with capacity: x and y edges
for wire capacity, and z edges for via capacity. We use the Floor
Connection Graph (FCG) [36], illustrated in Fig. 4, to model the
placement layer, where each routing channel becomes an edge and
each channel intersection point becomes a node. In addition, each
soft block becomes a node, and pin assignment edges are added to
this node to connect to all adjacent channels. This model allows us to
determine which boundary to use for the pins with unknown location.
Each channel edge is associated with: 1) via capacity for feed-through
vias and 2) wire capacity for local routing. In addition, pin assignment
edges have a pin capacity for each boundary of a soft block.

B. SOP Routing Problem

For each net n from a given netlist NL, let xtn, wln, and vian,
respectively, denote the amount of crosstalk, wire length, and via
associated with n. The wire length wln is the sum of Manhattan
distance in x, y, and z directions, where the z-direction is the height of
the associated vias.2 Let cl(n,m) denote the coupling length between
n andm as illustrated in Fig. 5. We define xtn as

xtn =
∑

m∈NL,m�=n

cl(n,m)

|z(n) − z(m)|

where z(n) denotes the routing layer that contains net n. For each
net n, let dn(i) denote the Elmore delay [37] at sink i. Then, the
maximum sink delay of net n, denoted dn, is max{dn(i)|i ∈ n}. The
performance of an SOP global routing is estimated by

Dmax = max{dn|n ∈ NL}.

For each routing interval i in a 3-D package with K placement
layers, let Lt(i), Lr(i), and Lb(i), respectively, denote the top pin
distribution layer pairs, routing layer pairs, and bottom pin distribution
layer pairs. There exist three kinds of connections in each routing
interval i: top [connection between Lp(i) and Lt(i)], middle [con-
nection between Lt(i) and Lb(i)], and bottom [connection between
Lb(i) and Lp(i+ 1)]. We use the routing layer pairs in Lt(i), Lr(i),
and Lb(i), respectively, for the top, middle, and bottom connections.
We construct the routing grid, denoted G(i), that contains all the
distributed pins from Lt(i) and Lb(i) in an m× n 2-D grid. We use
G(i) to perform topology generation for various two-pin and multipin

2We assume that the height of vias connecting two x−y layers in a routing
and pin distribution layer pair is of one grid, whereas the height of feed-through
vias that penetrate a placement layer is of six grid.

connections. The total layer used in an SOP global routing solution is
given by

Ltot =
∑

1≤i≤K

(|Lt(i)| + |Lr(i)| + |Lb(i)|) .

Section IV-A discusses how to compute |Lr(i)| and Section V-B
discusses how to compute |Lt(i)| and |Lb(i)|.

Lastly, the formal definition of an SOP global routing problem is
as follows. Given a 3-D placement and netlist, generate a routing
topology for each net n, assign n to a set of routing layers, and
assign all pins of n to legal locations. All conflicting nets are assigned
to different routing layers while satisfying various wire/via capacity
constraints. The objective is to minimize the cost function

αLtot + βDmax +
∑

n∈NL

(γxtn + δwln + εvian).

We minimize |Lr| during our layer assignment step and |Lt| + |Lb|
during our channel assignment step. Dmax is the focus during our
topology generation step. Wire length, via, and crosstalk minimization
are addressed in all steps of our global router.

C. Overview of 3PGR Algorithm

Our 3PGR router is divided into the following five steps.

1) Pin redistribution. We first determine which set of i-nets and
x-net segments is assigned to each routing interval. The pins
from these nets are then evenly distributed in the top and bottom
pin distribution layers.

2) Topology generation. Steiner trees are generated for all nets in
each routing interval so that the performance of the routed design
is optimized.

3) Layer assignment. The routed nets are assigned to a unique
routing pair in the routing layer so that the total number of layers
used is minimized.

4) Channel assignment. For each x-net, its location of feed-through
via in the routing channel is determined. We also assign channels
and finish the connections for the i-nets that are to be routed in
each placement layer.

5) Local routing. We finish connections between the pins now
located in the routing channels and the pins on the block bound-
aries. We also determine the location of pins from soft blocks.

For step 2), we use an existing RSA/G heuristic [38] to generate the
net topologies.3 In addition, we use the congestion-driven rip-up-and-
reroute [39] for step 5). Therefore, the focus of this paper is to develop
heuristics for steps 1), 3), and 4). Pin redistribution is performed while
considering all routing intervals simultaneously. During the topology
generation and layer assignment, we visit each routing interval sequen-
tially from top to bottom. During the channel assignment and local
routing, we visit placement layers sequentially from top to bottom.

III. SOP PIN REDISTRIBUTION

We first present an overview of our approach and the problem
formulation of SOP pin redistribution. We then discuss the details of
the three steps used in our algorithm, namely, coarse pin distribution
(CPD), net distribution, and detailed pin distribution (DPD).

3In our approach, we first route all nets using minimum shortest path
arborescence. We then rip-up and reroute nontiming critical nets for congestion
control. During this reroute stage, we construct weighted arborescence, where
the weights denote the current routing resource usage.
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Fig. 3. Illustration of five different types of connections existing in SOP global routing. Note that MCM routing deals with only type 1 nets.

Fig. 4. Graph-based modeling of placement layer. (a) Connection between
two hard blocks. (b) b2 is a soft block. The new pin is located on the bottom
boundary. Dotted lines denote π assignment edges.

Fig. 5. Illustration of crosstalk computation between two Steiner trees. The
numbers denote the coupling length. (a) Crosstalk is 7. (b) Crosstalk-free
routing.

A. Overview of the Approach

During 3-D placement, we assume that pins are located at the center
of the modules (= soft modules) or at the boundary of the modules
(= hard module).4 Thus, the pin location is highly localized and not
evenly distributed. Since our plan is to use pin distribution layers
and routing layers in combination to finish routing in each routing
interval, one of the important steps is to evenly distribute pins in the
pin distribution layer so that routing in the routing layers is done more
evenly. This greatly helps reduce the number of routing layers used as
well as crosstalk among nets. However, pin distribution cannot be done
accurately without knowing which net is assigned to which routing
interval. On the other hand, our net distribution needs to know the pin

4A more general SOP pin redistribution may need to handle the distribution
of pins from flip-chip dies that contain pins in a form of 2-D grid. This requires
more sophisticated pin redistribution method to handle the pin/via congestion
problem, which is out of the scope of this paper.

location for more accurate crosstalk measurement. Consequently, we
need to iterate between pin distribution and net distribution until we
converge to a good solution. We solve this issue with our three-stage
effort: CPD, net distribution, and DPD.

1) CPD. We construct anm× n 2-D grid and evenly distribute the
pins from all nets in all routing intervals in this single grid.

2) Net distribution. We assign a routing interval for each i-net to
either above or below the placement layer it belongs to. The
crosstalk computation is based on the CPD result.

3) DPD. We refine our pin distribution results for each routing
interval based on the net distribution result. In addition, the pin
location is legalized, i.e., each pin is assigned to a unique grid
point in pin distribution layers.

B. Problem Formulation

The following is the set of inputs to the SOP pin redistribution prob-
lem: 1) a set of placement layers Lp = {Lp(1), Lp(2), . . . , Lp(K)};
2) a set of nets (i-nets and x-nets) NL = {n1, n2, . . . , nk} that
connect the pins in Lp; 3) a set of top pin distribution layers Lt =
{Lt(1), Lt(2), . . . , Lt(K)}; and 4) a set of bottom pin distribution
layers Lb = {Lb(1), Lb(2), . . . , Lb(K)}. A routing interval RI(i)
contains Lp(i), Lt(i), Lr(i), Lb(i), and Lp(i+ 1). An illustration is
shown in Fig. 2. Our goal is to determine 1) which routing interval(s)
each i-net and x-net belongs to and 2) a one-to-one mapping from
the pins in the placement layers to the pins in the redistribution
layers. Each pin in Lp is assigned to a unique grid point in the
m× n grid graph G(i). Since each grid point represents a routing
region in these pin distribution layers, each node/edge in G(i) is
associated with via/wire capacity. For a pin p ∈ Lp, let dwp denote
the wire length between the original and the new location (after
pin redistribution). The objective of SOP pin redistribution is to
minimize the following cost function under the via/wire capacity
constraints, i.e.,

w1

∑
p∈Lp

dwp +
∑

n∈NL

(w2wln + w3xtn).

According to the five types of SOP nets shown in Fig. 3, we
note that the routing interval assignment for some i-nets and all
x-nets is straightforward: all i-nets from Lp(1) are assigned to RI(1)
and all i-nets from Lp(K) are assigned to RI(K − 1). In addition,
each x-net that spans k routing intervals is decomposed into k seg-
ments and assigned to all intermediate routing intervals. Let N i =
{ni

1, n
i
2, . . . , n

i
k} denote the set of movable i-nets that have pins from

Lp(i) for 1 < i < K. Note that these movable nets can be assigned to
eitherLb(i− 1) orLt(i) while other nets are fixed into some intervals.
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Fig. 6. Pseudocode for CPD algorithm.

Fig. 7. Illustration of CPD. Pins along the external boundary are not shown
for simplicity.

Thus, we formulate the SOP net distribution problem to decide which
routing interval to use for the nets in N i.5

C. Coarse Pin Distribution

A pseudocode for our CPD algorithm is shown in Fig. 6. First, we
assign all pins in the placement layers to a nearby grid point in CP , an
m× n 2-D grid, while trying to balance the number of pins assigned
to each grid point (lines 1–4). An illustration is shown in Fig. 7. We
impose pin capacity for each grid point so that the pins are evenly
distributed in CP . Our approach is to visit the pins in random order
and find the best grid for each pin. For each pin p, a grid point that is
closest to the original location of p and has not violated the pin capacity
constraint is chosen (line 3). After this process is finished, CP serves
the starting point of our min-cut placement-based algorithm, where
each grid point corresponds to a partition. We then iteratively improve
the quality of this initial solution via move-based approach. We extend
the multilevel min-cut-based global placement algorithm [41] for
CPD. In [41], a recursive multilevel bipartitioning is used to divide the
given netlist into anm× n grid while minimizing the number of inter-
partition connections (= cutsize) as well as their estimated wire length.
In our new heuristic algorithm, our cost function is based on 1) how far
the new pin location is from the initial location; 2) total wire length;
and 3) how evenly distributed the interpartition connections are.

5We attempted to solve the SOP net distribution problem using the existing
K-way max-cut partitioning method [40]—we build the Net Interference Graph
(NIG), where the nodes and edges, respectively, represent the nets and crosstalk
between them. Then, the max-cut partitioning tries to separate nets with high
crosstalk into different routing intervals. To our surprise, this approach had
very little impact on crosstalk and produced results that were very close to
a very simple heuristic: distribute the movable i-nets randomly. Our related
experiments suggest that this is due to the small number of movable i-nets
existing in our benchmarks (less than 10%). However, this does not mean that
the SOP problem is insignificant. We believe that i-net distribution for crosstalk
minimization will play an important role if the number of movable i-nets
is huge.

Fig. 8. Illustration of the gain computation for CPD. A net n indicated by
the black node is moved from P1 to P2. Then, gd(n) = −2 (two units away
from the original location), gw = 0 (wire length did not change), and gb = −1
[deg(P2) = 3 becomes the maximum-degree partition].

For each pin p, we define the displacement gain, denoted gd(p), to
represent howmuch distance between the original and the new location
is reduced if p is moved to another partition. We define the wire length
gain, denoted gw(p), to represent how much the length of the nets
that contain p (estimated by the half-perimeter of the bounding box)
is reduced if p is moved to another partition. For a partition P , let
deg(P ) denote the number of nets that have connections to P . Then,
the cutsize balance factor is defined as

max{deg(Pi) − deg(Pj)|∀Pi, Pj}
that is, the difference between the maximum and the minimum degree
among the partitions. We define the balance gain, denoted gb(p), to
represent how much the cutsize balance factor is reduced. Our move-
based multilevel min-cut partitioning algorithm performs cell move
based on the combined gain function

g(p) = w1gd(p) + w2gw(p) + w3gb(p).

Fig. 8 shows an illustration of the gain computation.
In our multilevel approach, we first perform the restricted multilevel

clustering (line 5) that preserves the initial m× n placement result,
where two pins that are in different partitions initially are not clustered
together. At each level of the cluster hierarchy from top to bottom
(line 8), we compute the combined gain g(p) for each cluster and
perform cluster moves. In order to compute the displacement and
balance gain of a group of pins (= cluster), we add the individual
displacement and balance gain of all pins in this cluster. When there
is no gain at a certain level, we decompose the clusters into the next
lower level and perform refinement. This process continues until we
obtain a solution at the bottom level (line 12). Our initial partition com-
putation takes O(p×m× n) (lines 2–4), where p is the number of
pins. Our multilevel clustering algorithm [42] (line 5) takesO(p log p),
and the multilevel partitioning (line 8–11) takes O(p). Therefore, the
overall time complexity of our CPD algorithm is O(p×m× n).

D. Detailed Pin Distribution

After CPD and net distribution are finished, we know which set
of nets are assigned to each routing interval as well as their (evenly
distributed) entry/exit points in pin distribution layers. However, the
CPD is done based on the 2-D grid that merged all multiple placement
layers into one. The even pin distribution in this 2-D grid offers a good
enough reference point for net distribution. But, it does not consider
even pin distribution in each individual routing interval. In addition,
it is also possible that pin capacity for each routing region in each
routing interval may be violated. Therefore, the goal of DPD is to
address these problems in each routing interval so that the subsequent
topology generation and layer assignment truly benefit from this even
pin distribution. In addition, we use a grid large enough for each
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Fig. 9. Pseudocode for SOP DPD algorithm.

routing interval to legalize pin location, i.e., each grid point contains
only one pin. Since crosstalk minimization is addressed during prior
steps, the major focus of the DPD step is on: 1) how far the new
location is from the original location obtained from CPD and 2) the
total wire length. In our hierarchical approach, we first perform a force-
directed method to construct an initial distribution, which is used for
the subsequent clustering phase. We then visit each cluster and perform
network flow-based pin assignment.

A pseudocode for our DPD algorithm is shown in Fig. 9. Our
force-directed heuristic algorithm encourages all pins from the same
net to be placed closer to the center of mass while minimizing the
distance between the old and the new pin location. The grid size for
DPD for routing interval i(= DP [i] = mi × ni) is determined so
that each pin can be assigned to a unique grid point. We compute
mi = ni = �

√
total-pin(i)	 (lines 1–3). In addition, we project the

CPD result (= CP ) to this new set of grids (line 5). Note that there
still exists overlap among the pins in DP [i] at this point even though
DP is usually finer thanCP . In order to remove this overlap, we apply
an additional force that slightly pulls each pin toward the center of
mass. For each pin p in a net n, the displacement force (line 8) for
x-direction is defined as

Fx(p) =
x(Mp) − x(p)

width(np)

where x(Mp) denotes the x-coordinate of M , the center of mass
of n, and width(np) denotes the width of the bounding box of n.
We compute Fy(p) using the y-coordinates. Note that −1 ≤ Fx(p),
Fy(p) ≤ 1. The vector (Fx(p), Fy(p)) is then added to (xp, yp)
(line 9). This minor change on the original pin location helps to remove
most of the overlap in DP [i] while not increasing the wire length
too much. We then sort the pins based on the lexicographic order of
new locations and assign each pin starting from the topmost row in the
leftmost column (lines 10–11). Fig. 10 shows an illustration. Due to its
simplicity, this deterministic algorithm is quite efficient and effective
in reducing the additional wire length required for pin distribution as
well as the total wire length among all nets as shown in Section VI.
The complexity of this algorithm is O(p), where p denotes the total
number of pins.

In order to achieve higher solution quality, the min-cost network
flow is used to further reduce wire length and congestion. We first
group the distributed pins in each routing interval into clusters based on
their location (line 12, Fig. 9) and perform network flow-based match-
ing for the pins in each cluster to find a new location (lines 13–16,

Fig. 10. Illustration of DPD algorithm. The black and gray nodes denote the
old and new pin location, respectively, where the white node denotes the center
of mass. The numbers denote the displacement force for each pin.

Fig. 11. Illustration of the pin-to-location flow network.

Fig. 9).6 A matching network N = (P,L,E, c) consists of a set of
pins P , a set of locations L, a set of assignment edges E = {(u, v) :
u ∈ P v ∈ L}, and a cost function c : E → R. For each pin pi, a
set of assignments is formed by choosing neighboring locations lj .
The cost of the assignment is fixed to be c(pi, lj) = distance(pi, lj).
A maximal matching with minimum cost is achieved by converting
the problem to a flow network. In the flow network, the capacities of
all the edges are set to one. Optimal solution is achieved by running
Ford–Fulkerson’s algorithm using minimum cost augmenting paths.
The complexity of the algorithm is O(p2 log p). Fig. 11 illustrates the
flow network formed by the pin-to-location matching network.

IV. SOP LAYER ASSIGNMENT

A. Problem Formulation

For each routing interval i, the routing grid Gi contains all the
(redistributed) pins from the top and bottom pin distribution layers
(Lt(i) and Lb(i)). We generate Steiner-tree-based routing topology to
connect these pins during our topology generation step. The goal is to
minimize the maximum sink delayDmax as discussed in Section II-B.
The routing layer Lr(i) in each routing interval i consists of several
layer pairs, where each pair consists of one layer for horizontal wires
and another layer for vertical wires. Thus, we can assign an entire
rectilinear routing tree to a routing pair. In addition, two trees that are
intersecting can also be assigned to the same routing pair provided that
they do not violate the wire capacity of the routing regions involved.
The SOP layer assignment problem is to assign each net to a routing

6Note that it is possible to redistribute all pins in each routing interval using
network flow-based matching. However, due to a large number of pins and its
prohibitive runtime, we adopt a hierarchical approach based on clustering.
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Fig. 12. Pseudocode for SOP layer assignment algorithm.

layer pair so that the wire capacity constraint is satisfied and the total
number of layer pairs used for all routing intervals is minimized.

For each routing interval i, we construct a Layer Constraint Graph
(LCG) [43], denoted LCGi, as follows: corresponding to each net in
n ∈ RI(i), we have a node in LCGi. Two nodes x, y ∈ LCGi have
an edge e = (x, y) between them if net segments sx ∈ x and sy ∈ y
are sharing the same edge in Gi, i.e., sx and sy are sharing the same
boundary of a routing region. Then, we use a node coloring algorithm
to assign colors to the nodes in LCGi such that no two nodes sharing
an edge are assigned the same color. Let Ctot denote the total number
of colors used during node coloring, and letw denote the wire capacity
of the boundary in routing region. Then, the total number of layer pairs
used in this routing interval is computed as

|Lr(i)| =

⌈
Ctot

w

⌉
.

Lastly, a node with color qw + r (r < w) is assigned to layer
pair q. Let hmax and vmax, respectively, denote the maximum num-
ber of wires used among all horizontal and vertical edges in Gi.
Then, the following is a lower bound on the number of layers used
in Lr(i) : |Lr(i)| ≥ max{hmax, vmax}/w.

We use the existing RSA/G heuristic [38] to optimize the perfor-
mance of the routing topology. The minimum shortest path Steiner
arborescence (MSPSA) generated by the heuristic guarantees the
shortest path between every source-to-sink path and minimal overall
weight of the tree. This routing topology is useful in high-performance
SOP design due to its performance guarantee.

B. Layer Assignment Algorithm

Fig. 12 shows the SOP layer assignment algorithm that includes our
coloring heuristic. We first sort all nodes in LCGi in decreasing order
of the number of their neighbors (line 3). Let fin[n] denote the set
of colors used by the neighbors of n (line 6). We visit the nodes in
the sorted order (line 5). In case there exists a used color that is not
included in fin[n] (line 7), we assign this color to n (line 12). In
case there exist multiple colors that satisfy this condition, we use the
lowest color. Otherwise, we introduce a new color and assign it to n
(line 9–10). Lastly, we assign a layer pair to each net based on its
color (line 13). In spite of its simplicity, this greedy algorithm provides
results that are very close to the lower bound on the total number
of layers used as demonstrated in Section VI. The complexity of the
SOP layer assignment algorithm isO(N logN),N is the total number
of nets.

The generation of the layer conflict graph takes O(N2) time. For
bigger circuits, the runtime and memory may be the issues that cannot
be ignored. This issue is resolved by using net clustering. The nets are
clustered into smaller sizes and layer assignment is performed on each

Fig. 13. Illustration of (a) channel assignment and (b) local routing.

of the clusters. The sum of the layer usage for each cluster gives a valid
layer count. High connectivity between clusters ensures good quality.
The heuristic used in this work sorts the nets based on their edge length
and assigns them sequentially to the clusters. The effectiveness of the
clustering heuristic can be measured by comparing the layer counts
with the theoretical minimum. Clustering was used for two of the
biggest benchmarks and the size of the clusters was fixed to four.

V. SOP CHANNEL ASSIGNMENT

We first present an overview of our approach, followed by the
problem formulation for SOP channel assignment and local routing.
We use an existing method for local routing, so we focus on discussing
our channel assignment heuristic in detail.

A. Overview of the Approach

Our prior topology generation and layer assignment steps focus
on the connections among the distributed pins in the pin distribution
layers using the routing layer pairs. After these steps are finished,
there remain two kinds of connections: 1) connections between a pair
of neighboring pin distribution and placement layers, i.e., connection
between the original and the distributed pins and 2) connections
between two nonneighboring pin distribution layers, i.e., feed-through
via insertion. For both types of connections, the routing channels in
the placement layers are used. Our strategy is to finish these remain-
ing connections in two steps: channel assignment and local routing.
During the channel assignment step, each pin in the pin distribution
layer is mapped to a routing channel in the neighboring placement
layer. In addition, each pin from an x-net that needs to penetrate a
placement layer is also mapped to a routing channel in the placement
layer.7 Lastly, we generate routing topology for each pin-to-channel
connection and assign it to a routing layer pair in the pin distribution
layer. During the local routing, we finish connections between the
pins now located in the routing channels and the pins on the block
boundaries. An illustration is shown in Fig. 13.

B. Problem Formulation

For each placement layer Lp(i), letX(i) denote the set of pins that
need to be mapped to a routing channel in Lp(i). X(i) contains pins
from Lb(i− 1) and Lt(i). The pins in X(i) are grouped into two
sets: terminal pin set Pt(i) for the pins that have terminals in Lp(i)
and feed-through pin set Pf (i) for the pairs of pins that require feed-
through vias to penetrate Lp(i). Let C(i) denote the set of routing

7We perform channel assignment for the i-nets that connect to soft blocks
only. The “pin assignment edges” in our FCG shown in Fig. 4 are used to
determine which boundary each pin will be located. For the i-nets that connect
to hard blocks that have pins along the boundaries, channel assignment is not
necessary.
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Fig. 14. Pseudocode for SOP channel assignment algorithm.

channels in Lp(i). Each channel c ∈ C(i) is associated with the pin
capacity constraint. The goal of the SOP channel assignment problem
is to map each pin p ∈ Xi to a routing channel c ∈ C(i) for 1 ≤
i ≤ K and finish p-to-c connection while satisfying the pin capacity
constraint A, i.e., |C(i)| < A. For each pair of pins (p1, p2) ∈ Pf (i),
we map p1 and p2 to the same channel c ∈ C(i). Let |Lt(i)| denote
the number of layers used to finish the connection between pins from
Lp(i) and Lt(i), and let |Lb(i)| denote the number of layers used to
finish the connection between pins from Lp(i+ 1) and Lb(i).8 The
objective of SOP channel assignment is to minimize the cost function

w1

∑
1≤i≤K

(|Lt(i)| + |Lb(i)|) +
∑

n∈NL

(w2wln + w3vian).

Each placement layer is modeled with the FCG [36], as illustrated
in Fig. 14. The input to the SOP local routing problem is a set of two-
pin connections, where each connection is between a pin located in
a routing channel and the other pin located along a block boundary.
Each routing channel is associated with the wire capacity constraint,
and pin assignment edge has a pin capacity for each boundary of soft
block. The goal of SOP local routing is to 1) finish the routing for the
given set of two-pin connections while satisfying the wire capacity
constraint and 2) decide the location of pins for soft blocks along
their boundaries. The objective is to minimize the total wire length,
maximum pin demand, and maximum routing demand. Pin demand is
the number of nets using the same block boundary, and routing demand
is the number of nets using the same routing region. Both objectives
have a direct relation to congestion in the 3-D structure of SOP.

We use the standard two-phase method for local routing: maze
routing followed by congestion-driven rip-up-and-reroute [39]. During
the first phase, a shortest weighted path in FCG is found for each
connection while ignoring the actual channel usage, where weight is
based on the combination of wire length and via. During the second
phase, we rip-up nets that use the most congested channels and reroute
it to alleviate the congestion problem.

C. SOP Channel Assignment

A pseudocode for the SOP channel assignment algorithm is shown
in Fig. 14. We visit each placement layer and assign the feed-through
pins and terminal pins to the channels. In addition, an L-shaped routing
topology for each pin-to-channel is constructed in a 3-D grid G(i)
(line 3). The signal delay of feed-through vias is larger than that of
other types of vias. Since each channel is under a capacity constraint,
it is important to assign the feed-through pins to the nearest channels

8We assume that these layers are actually x−y routing layer pairs that require
via usage. In case of MCM pin redistribution, planar routing is done in these
layers to avoid via congestion [18]–[20].

TABLE II
BENCHMARK CHARACTERISTICS. WE REPORT THE WIRE CAPACITY

OF EACH ROUTING TILES (WCAP) AD THE 2-D GRID SIZE

USED FOR OUR CPD AND DPD

first. Therefore, our strategy is to perform channel assignment for the
feed-through pins first to minimize the delay of x-nets that require
feed-through vias. In addition, we give priority to the pins that are
included in long nets. Thus, we sort the pins based on the wire length
(line 4). Our heuristic algorithm assigns pins to channels based on the
cost of mapping—we seek a channel with the best mapping cost for a
given pin (lines 6–8). We compute the cost of mapping for a given pin
p and a channel c as

cost(p, c) =
room(c)

dist(p, c) × bend(p, c) × cong(p, c)

where room(c) denotes the number of pins c it can accommodate
until it violates the capacity constraint, dist(p, c) is the Manhattan
distance between p and c, bend(p, c) is the number of bends in the
connection between p and c, and cong(p, c) denotes the total number
of existing connections along the proposed L-shaped route. We choose
the channel with the maximum cost(p, c). Note that a channel is
represented with a line instead of a point. Thus, distance(p, c) and
bend(p, c) are based on the shortest connection between p and any
point on c. Upon a pin to channel mapping, we update the usage
of channel in C(i) and edges in G(i) (line 10). After the channel
assignment and topology generation for all pin-to-channel connections
are finished, we perform layer assignment using our coloring heuristic
presented in Section IV-B and compute the total number of layers
used. The complexity of the SOP channel assignment algorithm is
O(|P | · |C|), where P and C denote the total number of pins and the
channels in the given SOP design, respectively.

VI. EXPERIMENTAL RESULTS

We implemented our algorithms in C++/STL and ran our experi-
ments on Linux Beowulf clusters. We tested our algorithms with two
sets of benchmarks. The first set is from standard GSRC floorplan
circuits, where the hard blocks are placed into four-layer SOPs using
our SOP floorplanner [4]. The second set, named the GT benchmark,
was synthesized from IBM circuits [44], where we use our multilevel
partitioner [42] to divide the gate-level netlist into multiple blocks
first and then use our SOP floorplanner [4] to floorplan them to again
four-layer SOPs. Table II shows the characteristics of the GSRC and
GT benchmark designs. The GSRC benchmarks are small to medium
sized in terms of both the number of blocks and the nets.9 The GT
benchmarks contain medium to large number of blocks with dense
netlists. We note that in both cases the number of i-nets is only a small
fraction of the total nets. The final area refers to the overall footprint
area of the four-layer floorplan, which is determined by the maximum
width and height among the individual floorplan layers.

9The GT benchmark circuits are available for download at our website:
http://www.gtcad.gatech.edu.
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TABLE III
SOP PIN REDISTRIBUTION RESULTS. WE REPORT THE WIRE LENGTH

BETWEEN THE ORIGINAL AND THE NEW LOCATION (dw),
TOTAL WIRE LENGTH (wl), AND CROSSTALK (XTALK)

TABLE IV
TOPOLOGY GENERATION AND LAYER ASSIGNMENT RESULTS.

WE REPORT THE TOTAL WIRE LENGTH (wl), ELMORE DELAY (dly),
AND THE LOWER BOUND (LOW) AND THE ACTUAL NUMBER (LYR)

OF LAYERS USED FOR THE TOPMOST ROUTING INTERVAL

(EXCLUDING PIN REDISTRIBUTION LAYERS)

In Table III, we compare pin redistribution results. In the DPD
scheme, we skip CPD and perform net and DPD only. In CPD + DPD,
we do not skip CPD. DPD serves as our baseline, where CPD +
DPD demonstrates the impact of our CPD. The time reported is the
average runtime among the GSRC/GT circuits. From the comparison
between DPD and CPD + DPD, we note that the displacement result
(dw) increases by an average of 1%. However, CPD lowers the total
wire length (wl) consistently by 12% on average. The metric dw
is the measure of routing from the redistributed pins to the origi-
nating pins.

In Table IV, we show our topology generation (RSA/G) and layer
assignment results. We used the technology parameters for a 0.13-µm
process for Elmore delay computation. Specifically, the driver resis-
tance of 29.4 kΩ, input capacitance of 0.050 fF, unit length resistance
of 0.82 Ω/µm, and unit length capacitance of 0.24 fF µm are used.
We report the total wire length (wl), Elmore delay of the nets with
maximum sink delay (dly), and the lower bound and the actual number
of layers used for the topmost routing interval. In general, GSRC
benchmarks have bigger delay than GT benchmarks due to the larger
average wire length. Our layer assignment algorithm is able to achieve
results very close to the lower bounds discussed in Section IV-A. For
the GT circuits, the layer assignment results are within 10% of the
lower bound. For the GSRC circuits, we were able to achieve results
equal to the lower bound.

Our channel assignment results are shown in Table V for the base-
line (wire length minimization only) and multiobjective algorithms.
We observe that the number of layers is consistently and significantly
reduced especially for the bigger GT benchmarks, where an average
improvement of 38% is observed. In case of the second largest

TABLE V
SOP CHANNEL ASSIGNMENT RESULTS. WE REPORT THE LAYER USAGE

(LYR), WIRE LENGTH (wl), AND VIA FOR ALL PIN DISTRIBUTION LAYERS

TABLE VI
SOP LOCAL ROUTING RESULTS. WE REPORT THE WIRE LENGTH (wl),
MAXIMUM (MAX), AND AVERAGE (AVE) ROUTING DEMAND AS WELL

AS THE STANDARD DEVIATION (DEV)

benchmark gt1000, we achieved 59% improvement. This saving on
the layer usage comes at the cost of increase in wire length and vias.
The average increase in wire length is 20% and 23% for GSRC and GT
benchmarks, respectively. The average increase in via usage is 85%.
The numbers of layers, wire length, and via are conflicting objectives.
We noted that the channel assignment result is very sensitive to the
weighting constants among the objectives used in our cost function.
This indicates that the solution space of the channel assignment
problem offers many useful tradeoff points. The primary objective for
optimized channel assignment was the number of layers and the wire
length. Via was the secondary objective.

Table VI reports our SOP local routing results for the baseline
(wire length minimization only) and multiobjective algorithms. In
both cases, the same pin demand constraint is imposed. We note that
the improvement of our multiobjective algorithm over the baseline
is significant, especially for GSRC circuits—the routing demands
were reduced by 35% on average while the wire length increased by
only 14%. In addition, we reduced the routing demands for the GT
benchmarks by 37% on average, with wire length increase by 10%.
In our biggest benchmarks (gt1500), our routing demand reduction
is the largest (54%), which comes with the maximum increase in
wire length (23%). This again indicates that the local routing result is
very sensitive to the weighting constants among the objectives used in
our cost function. The lower standard deviation of our multiobjective
algorithm indicates that the routing demand is more evenly distributed
(= lower congestion) compared to the wire-length-only case.

VII. CONCLUSION AND ONGOING WORKS

In this paper, we presented 3PGR, the first global routing algorithm
for 3-D packaging via SOP. We formulated the new pin redistribution,
net distribution, and channel assignment problems that are unique in
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3-D packaging designs compared with the traditional MCM designs.
We provided detailed discussions on how SOP routing is different
from MCM routing and provided various routing resource models. We
are currently looking at thermal-aware global routing. Our 3-D global
router is currently being integrated into our 3-D microarchitecture de-
sign space exploration framework [45] for more accurate performance
and power measurements. Lastly, we are working on detailed routing
for 3-D packaging.
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