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Abstract—System-on-package (SOP) is a viable alternative to system-on-
chip (SOC) for meeting the rigorous requirements of today’s mixed-signal
system integration. Thermal integrity is arguably the most crucial issue in
three-dimensional (3-D) SOP due to the compact nature of the 3-D inte-
gration. In addition, the power supply noise issue becomes more serious as
the supply voltage continues to decrease while the number of active de-
vices consuming power increases. We propose a 3-D module and decap
(decoupling capacitance) placement algorithm that evenly distributes the
thermal profile and reduces the power supply noise. In addition, we allo-
cate white spaces around the modules that require decaps to suppress the
power supply noise while minimizing the area overhead. In our experimen-
tation, we achieve improvements in both maximum temperature and decap
amount with only small increase in area, wirelength, and runtime.

Index Terms—Floorplanning, thermal via, three-dimensional (3-D) ICs.

I. INTRODUCTION

The semiconductor industry is beginning to question the viability
of the system-on-chip (SOC) approach due to its disadvantages of low
yield and high cost. Recently, three-dimensional (3-D) packaging via
system-on-package (SOP) [1] has been proposed as an alternative solu-
tion to meet the rigorous requirements of today’s mixed-signal system
integration. The SOP is about 3-D integration of multiple functions in a
miniaturized package achieved by thin-film embedding. The 3-D SOP
concept optimizes ICs for transistors and the package for integration
of digital, RF, optical, sensor, and others. It accomplishes this by both
build-up SOP, which is similar to IC fabrication, and by stacked SOP,
which is similar to parallel board fabrication. The uniqueness of 3-D
SOP is in the highly integrated or embedded RF, optical, or digital
functional blocks and sensors, in contrast to stacked ICs and stacked
package.

Thermal issues can no longer be ignored in high-performance 3-D
packages due to higher power densities and other issues. High tem-
peratures not only require more advanced heat sinks, but they also de-
grade circuit performance. Interconnect delay increases with tempera-
ture, which degrades circuit timing. If timing deteriorates enough, logic
faults can occur. Hence, thermal issues must be considered early on
in the design process. The continuing trend of reducing power supply
voltage has resulted in a reduced noise margin, which effects reliability
and may even cause functional failures due to spurious transitions. Ac-
tive devices in 3-D packaging draw a large volume of instantaneous
current during switching, which causes simultaneous switching noise
(SSN). Existing approaches consider the thermal and SSN issues as an
afterthought, which may require expensive cooling and an excessive
amount of decoupling capacitance (decap) to suppress SSN. In addi-
tion, many iterations are required between full-length thermal and SSN
simulation and manual layout repair until convergence to a satisfactory
result. Thus, our goal in this study is to achieve a simultaneous thermal
and SSN-aware physical design for 3-D SOP. Our design automation
tool aims at reducing the hot spots and the amount of decap required to
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Fig. 1. Comparison among SOC, MCM, SIP, and SOP.

suppress SSN in a 3-D SOP design without compromising traditional
design metrics such as area and wirelength.

II. WHY 3-D SOP?

A. SOC Versus SOP

The SOC paradigm is a new system integration approach, where not
only more and more transistors but various mixed-signal active and
passive components are also integrated into a single chip. However,
the systems community is beginning to realize that SOC presents fun-
damental, engineering, and investment limits [1]. A complete integra-
tion of RF, digital, and optical technologies on a single chip poses nu-
merous challenges. RF circuit performance is a tradeoff between the
quality factor (Q) of passive components and power. Low-power cir-
cuit implementations for mobile applications require high-Q passive
components. In standard silicon technologies, the Q-factor is limited
to 5–25 due to the inherent losses of silicon [2]. Antennas are another
example that cannot be integrated on silicon due to size restrictions [2].
On standard silicon, a major concern is substrate coupling caused by
the finite resistivity of the silicon substrate. For multiple voltage levels,
distributing power to the digital and RF circuits while simultaneously
maintaining isolation and low electromagnetic interference (EMI) can
be a major challenge [3].

This led to the 3-D system-in-package (SIP) approach, where one
could stack multiple ICs or multiple package-stacked ICs at a much
lower cost and size. The SIP, while providing major opportunities in
both miniaturization and integration for advanced and portable elec-
tronic products, is still a subsystem, limited by the CMOS process just
like the SOC. SIP could go one step further in embedding both active
and passive components, but passive component embedding is bulky
and thick film discrete components.

This distinguishes SIP from SOP [1] (see Fig. 1), which is a new
emerging 3-D system integration concept that involves embedding of
both active and passives, but the passives are by incorporation of ultra-
thin films at micro-scale. With SOP, the package, not the board, is the
system. Therefore, SOP is capable of addressing the shortcomings of
both SOC and SIP as well as traditional packaging, which is bulky,
costly, and lower in performance and reliability. This improvement
comes in two ways: 1) SOP uses CMOS-based silicon for what it is
good for, namely, transistor integration and 2) SOP uses the package for
what it is good for, namely, RF, optical, and digital integration by means
of IC-package-system co-design. Therefore, SOP overcomes both the
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Fig. 2. Embedded passive components on a high-resistivity silicon substrate (courtesy of Semiconductor International).

computing limitations and integration limitations of SOC, SIP, mul-
tichip module (MCM), and traditional system packaging. It does this
by having global wiring as well as RF, digital, and optical component
integration in the package, and not in the chip. Moreover, 3-D SOP ad-
dresses the wire delay problem by enabling the replacement of long
and slow global interconnects with short and fast vertical routes.

While 3-D SOP manufacturing technology continues to advance, the
research in how to actually make use of the technology lags behind. Due
to the high complexity in designing large-scale 3-D SOP under multiple
objectives and constraints, computer-aided design (CAD) tools have
become indispensable. Unlike the active CAD research effort in mixed-
signal SOC [4], [5] and 3-D stacked ICs [6], [7], however, the CAD
research for 3-D SOP considerably lags behind due to its short history.

III. PROBLEM FORMULATION

The location of individual modules available from 3-D placement
has a huge impact on many important metrics. First, different place-
ments can impact the performance of a given 3-D SOP design as the
delay of global interconnects between modules dominate the overall
timing. Second, placement impacts the thermal and leakage profile.
This is because the temperature of SOP modules is not only dependent
on the heat generation rate of each individual module but also the heat
coupling between neighboring modules. Moreover, the leakage power
of each module is exponentially dependent on the temperature. Lastly,
placement has a significant impact on SSN profile since the distance to
the power pins determines the amount of IR drop experienced by each
module.

The following are given as the input to our 3-D SOP placement
problem: 1) a set of blocks that represent the various active and
passive components in the given SOP design (see Fig. 2); 2) width,
height, and maximum switching currents for each block; 3) a netlist
that specifies how the blocks are connected via electrical wires; 4)
the number of placement layers in the 3-D packaging structure; 5)
the number of power/ground signal layers along with the location of
the power/ground pins; and 6) tolerance on simultaneous switching
noise. Our 3-D placement formulation is applicable to general SOP
designs, where each SOP component is modeled as a rectangle with
noise-related attributes.1

Let Atot and W tot denote the final footprint area and total wire-
length of the 3-D placement. Let Dtot denote the total amount of de-
coupling capacitance required to suppress the SSN under the given tol-
erance value. Let T tot denote the maximum temperature of the sub-
strate. The goal of the 3D SOP Placement Problem is to find the loca-
tion of each block in the placement layers such that the following cost
function is minimized while SSN constraint is satisfied: w1 � A

tot
+

1In this paper, the SOP modules are two-dimensional (2-D) in a sense that
each module only spans a single layer. However, it is possible to imagine 3-D
modules in SOP that span multiple device layers.

w2 �W
tot
+w3 �D

tot
+w4 � T

tot. In addition, decaps are required to
be placed adjacent to the blocks that require them.2

IV. 3-D SOP PLACEMENT ALGORITHM

A. Overview of the Algorithm

Simulated annealing (SA) is a popular approach for module place-
ment due to its high-quality solutions and flexibility in handling various
constraints. We choose the sequence pair representation [8] and extend
it to handle our 3-D floorplanning solutions. Specifically, we use k se-
quence pairs to represent the block placement of k device layers. Our
SA procedure starts with an initial multilayer placement along with
its cost in terms of area, wirelength, thermal, and decap. We perform a
one-time setup of the thermal resistance matrixR, which is used during
incremental temperature calculations to evaluate the thermal cost. In
our perturbation scheme, we swap a random pair of blocks from the
same or two different layers. The new area and wirelength are first com-
puted from a given candidate solution. Next, our incremental thermal
analyzer computes the temperature of the active and passive blocks
from a given 3-D SOP placement. Lastly, the following steps are per-
formed to measure the decap cost for a given 3-D floorplanning solu-
tion.

1) SSN noise analysis: The amount of SSN for each block is com-
puted based on the location of the blocks and power pins.

2) Decap budget calculation: The amount of decap needed for each
block based on its SSN is computed so that the overall SSN con-
straint is satisfied.

3) White space detection and insertion: We first detect and allocate
existing white space (decap) to the blocks. In case the existing
white space is not enough to suppress the SSN, more white space
is added by expanding the area in theX andY directions for decap
implementation.

4) Decap allocation: White spaces (decaps) are allocated to the
blocks that need them so that the utilization of white space is
maximized.

Due to the runtime overhead involved, we use the first two steps to es-
timate the decap budget during the high-annealing-temperature region.
During the low-annealing-temperature region, however, we perform all
four steps to accurately compute the decap cost as well as area over-
head. In this case, we compute the area, wirelength, and thermal cost
after the decap insertion to reflect the impact of area expansion.

B. 3-D Power Supply Noise Modeling

We model the P/G network for 3-D SOP as a 3-D mesh. The edges in
the mesh have inductive and resistive impedances. The mesh contains

2The density of interlayer via is very high in 3-D SOP technology, which ex-
plains why our formulation does not include via cost. Our simulated annealing-
based placer, however, can be easily extended to consider via as objective or
constraint.
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Fig. 3. Illustration of 3-D decap allocation. (a) 3-D placement. (b) X-expansion. (c) XY -expansion, where the darker blocks denote the neighboring blocks of
the decap (= white space) inserted. Note that blocks from other layers can utilize the white space for decap insertion.

power-supply points and connection points. The connection points con-
sume currents. The current is drawn from all the sources by the con-
sumers, and the amount of current drawn along a path is inversely pro-
portional to the impedance of the path in the power supply mesh.3 The
dominant current source for a block is defined as the voltage source
supplying significantly more power to the block than any other neigh-
boring sources. The dominant path for a block is the path from the dom-
inant supply to the block causing the most drop in voltage. It has been
shown experimentally in [9] that the shortest path between the domi-
nant current source (nearest Vdd pins) and the block offers highly accu-
rate SSN estimation within reasonable runtime. In our 3-D SSN anal-
ysis engine, we compute dominant paths (shortest paths to the nearest
Vdd pins) for all blocks. This information is then dynamically up-
dated whenever a new placement solution is evaluated in terms of SSN.
Let Pk be a dominant current path for block k. Then, T k = fPj :
Pj \ Pk 6= ;g denotes the set of dominating paths overlapping with
Pk (T k includes Pk itself). Let Pjk be the overlapping segments be-
tween path Pj and Pk . Let RP and LP denote the resistance and
inductance of Pjk . After the current paths and their values have been
determined for all blocks, the SSN for Bk is given by

V knoise =

P 2T

(ij � RP + LP
dij
dt

where ij is the current in the path Pj , which is the sum of all currents
through this path to various consumers. The weight of ij and its rate of
change are the resistive and inductive components of the path.

Let Qk denote the maximum charge drawn from the power supply
by block Bk . If � = max(1; V knoise=V

lim
noise), where V lim

noise is the noise
tolerance, the decap allocated to block Bk is given by

Dk =
(1� 1=�)Qk

V lim
noise

; 1 � k �M

whereM denotes the total number of blocks to be placed. If � = 1, this
means the noise level for block k is below the constraint and thusDk =
0. If � > 1, Dk is proportional to the noise level. The maximum value
forDk isQk=V lim

noise, where the decap fulfills the entire current demand
of block k. Finally, the decap cost is given by Dtot = M

k=1D
k .

C. 3-D Decoupling Capacitor Placement

The 3-D design offers a new opportunity to improve the decap effi-
ciency via the concept of footprint-aware decap insertion. For a given

3We assume that the dimension of our 3-D power mesh as well as 3-D thermal
mesh discussed in Section IV-E remains fixed during the module placement.
We determine the dimension so that there always exists at least one node in the
mesh that covers each module regardless of the module location change during
the optimization.

Fig. 4. White-space detection. Blocks a, b, and c are in the lower level. Blocksd
and e are in the next level. The bold line is the lower boundary, while the dotted
line is the upper boundary. ws1 and ws2 are the detected white spaces.

block that requires decap to suppress its switching noise, we allow its
decap to be inserted in other layers as long as the distance to the decap
is close enough and the overall footprint area is minimally affected. In
general, the distance to the power pins in a 3-D design is reduced com-
pared to its 2-D counterpart, so we expect that the overall decap cost
(= the area overhead) will be less in 3-D designs. Moreover, our foot-
print-aware decap insertion further reduces the area cost involved with
decap. In our LP-based 3-D decap allocation is formulated as follows:

Maximize S =

H

k=1 j2N

�kjx
(j)
k (1)

subject to

j2N

x
(j)
k � Ak; k = 1; 2; � � � ; H (2)

k=H

k=1

x
(j)
k � S(j); j = 1; 2; � � � ;M (3)

x
(j)
k � 0 8k;8j (4)

where x(j)k denotes the amount of decap allocated from white space k
to block j. The objective is to maximize the utilization of white spaces
for decap allocation. The constraint (2) limits the total allocation of a
white space to its total area, whereAk denotes the area of white space k,
andNk denotes the neighboring blocks of k. The constraint (3) ensures
that the total amount of decap allocated to each block does not exceed
its demand, where S(j) denotes the demand.

Unlike the 2-D decap assignment as done in [9], the neighboring
blocks in the 3-D case are the adjacent blocks either from the same
placement layer or from neighboring layers. The assumption here is
that the white space from different layers can be used to allocate decap.
In order to facilitate this, we introduce parameters �kj to control decap
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TABLE I
FOUR-LAYER FLOORPLANNING WITH VARIOUS OBJECTIVES. AREA IS IN mm , WIRELENGTH IN METER, DECAP IN nF, AND TEMPERATURE IN C

allocation to block j from white space module k. �kj evaluates the
usefulness of whitespace k to be used as a decap for block j. Given
a 3-D placement, �kj is computed as follows: �kj = =dist(k; j),
where dist(k; j) denotes the 2-D distance between k and j, and  is a
user-specified parameter. This equation prefers a shorter distance be-
tween k and j. In addition, it captures the case when a neighboring
white space located in different layer is easier to access.  determines
how big should be the impact of this distance-based term has on the
decap utilization.

The decap allocation involves several iteration between white space
insertion and LP solving to reach a good solution both in terms of com-
pleteness of decap allocated and the additional increase in area. The
white space is generated by expanding the area in the X and Y direc-
tions, as illustrated in Fig. 3. In a multilayer placement, however, we
have to take additional care to balance the expansion in each layer, so
as to minimize the expansion of the total footprint area. The expansion
is proportional to the decap demand of each module. In our sequence
pair-based 3-D placement, we modify the horizontal and vertical con-
straint graphs to expand the placement into X and Y directions, re-
spectively.

D. Whitespace Detection

The white space present in a placement can be used to fabricate
decap. If the existing white space is insufficient or unreachable by mod-
ules needing decap, then white space insertion through area expan-
sion may be necessary. Hence, detection of all existing white spaces
in a placement is highly desirable. This is done by using the longest
path-tree calculation based on the vertical constraint graph. All nodes
at the ith level in the tree are at an edge distance of i from the source
node. Each level is ordered by the horizonal constraint graph. The white
spaces at level i are detected by comparing the upper boundary of
blocks at level i and the lower boundary of the blocks at level i+ 1. If
the boundaries are not incident on each other, then there is whitespace.
In Fig. 4, blocks a, b, and c are in the same level and blocks d and e are
in the next level. The algorithm compares the upper boundary of a, b,
and c, to the lower boundary of d and e. The mismatched boundaries
allows the algorithm to find white spaces ws1; ws2. This algorithm is
capable of detecting all white spaces, and runs in O(n) time, given the
ordered longest path tree, where n is the total number of blocks.

E. 3-D Thermal Analysis

We use a 3-D mesh to apply the well-known finite-difference approx-
imation for thermal analysis. Each node models a small volume of the

3-D circuit, and each edge denotes the connectivity between two adja-
cent regions. Our thermal model is based on the steady-state thermal
equation �kr2T = P , where k is thermal conductivity, T is temper-
ature, and P is power. Taking the finite-difference approximation to
form a thermal resistance grid gives the matrix equation R � P = T ,
where R is a thermal resistance matrix, T is a temperature vector, and
P is a power vector. Assuming that the thermal conductivity of device
blocks are similar (they are mostly silicon), swapping the location de-
vice blocks would not change the thermal resistance matrix R. This
means that matrix R only needs to be computed once in the beginning.
To calculate the temperature profile of a new block configuration, the
power profile P needs to be updated and then multiplied by R. Alter-
natively, a change in power profile �P can be defined. Multiplying R
and �P will give a change in temperature profile �T . Adding �T to
the old temperature profile will give the new temperature profile.

Our thermal analyzer takes the interconnect capacitance into consid-
eration during the�P computation. For each active node in the thermal
mesh,�P includes both module and interconnect power. Since�T =
R ��P , our thermal model considers the interconnect for the temper-
ature calculation. A more accurate way is to update R, but this is too
costly and is not necessary for placement optimization.

V. EXPERIMENTAL RESULTS

We implemented the proposed algorithms and analysis tools using
C++/STL. Our program was evaluated using the GSRC and a set of
synthesized benchmarks, referred to as GT. The GT benchmarks were
generated from ISPD98 benchmarks [10] by partitioning the circuits to
desired sizes. The number of layers were fixed to four for all bench-
marks. In our experiments, we used the same simulated annealing pa-
rameters across the benchmarks. The technology parameters used were
obtained from [11]. These are our observations from Table I.

• We achieved a 21% improvement over baseline in decap cost using
our decap-driven algorithm, with a 7% increase in final area and
15% increase in wirelength. The temperature decreases by 3%.

• Thermal-driven floorplanning achieved a 21% improvement over
baseline with a dramatic increase in total area of 76%. Wirelength
increased by 28% and decap requirement increases by 19%. We
note that it may be possible to reduce area and wirelength costs
by fine-tuning parameters.

• Simultaneous thermal and decap optimization during floorplan-
ning leads to an improvement in both decap and temperature over
baseline by 13% and 9%, respectively. There is a reasonable in-
crease in final area and wirelength by 19% and 15%, respectively.
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Fig. 5. Decap versus temperature correlation plot for n300.

Smaller decap cost implies the following advantages. First, smaller
decap budget translates to a cheaper manufacturing cost for decap.
Second, the leakage power associated with decap is rapidly increasing,
so our decap saving translates to leakage power saving. Note that it
is always possible to control the overall runtime of the placement by
changing the cooling schedule of annealing process. This is done to fa-
cilitate fair comparison.

Fig. 5 shows the temperature and decap requirement of each block of
the final floorplan of the n300 benchmark. The figure clearly shows that
there is little correlation between temperature and decap. This shows
that minimizing one objective does not necessarily minimize the other
objective as a positive correlation would indicate. It also means that
minimizing both objectives is not mutually exclusive, as a negative cor-
relation would indicate. This matches with the block placement results.

VI. CONCLUSION

In this paper, we developed algorithms to handle thermal and power-
supply noise issues during module placement for 3-D SOP. We ex-
tended the power supply network and thermal models to 3-D and used

them to guide our 3-D module placement. In addition to estimating
the amount of decap needed to keep the SSN at the circuits tolerance
level, we also efficiently used nearby whitespace to allocate decap and
adding more area to the placement if necessary. Our experimental re-
sults demonstrated the effectiveness of our approach.
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