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Abstract—In recent years, the size of transistors has been scaled down to a few nanometers

and further shrinkingwill eventually reach the atomic scale. Monolithic three-dimensional

(M3D) ICs use the third dimension for placement and routing, which helps reduce footprint

and improve power and performance of circuitswithout relying on technology shrinking.

This article explores the benefits of M3D ICs using OpenPiton, a scalable open-source

Reduced Instruction Set Computer (RISC)-V-based multicore SoC. With a logic-on-memory

3-D integration scheme, we analyze the power and performance benefits of twoOpenPiton

single-tile systemswith smaller and largermemory architectures. The logic-on-memoryM3D

design shows 36.8% performance improvement compared to the corresponding tile design

in 2-D. In addition, at isoperformance, M3D shows 13.5% total power saving.

& MONOLITHIC THREE-DIMENSIONAL (M3D) integra-

tion is a growing trend in the semiconductor

industry due to the performance and power bene-

fits possible with its smaller footprint and shorter

interconnects. Technology scaling predicted by

Moore’s law is gradually slowing down and new

alternatives to silicon-based transistors are being

explored. Some of the most promising solutions

make use of materials such as carbon nanotubes1
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or ferroelectrics with negative capacitance

effects.2 Although such materials may be promis-

ing for performance and power benefits, many

manufacturing related hurdles need to be cleared

for their use in processors and other circuits in

the near future.

Three-dimensional integration uses existing

silicon manufacturing capabilities with few mod-

ifications and is a more practical option for the

near future. Three-dimensional

integration improves power, per-

formance, and area (PPA) by

stacking multiple smaller 2-D dies

vertically instead of using a single

2-D die with a larger footprint.

This leads to shorter intercon-

nects and adds an extra degree of

placement freedom in the z-direc-

tion along with the traditional x,y-

directions.

In this article, we use two differ-

ent configurations of the RISC-V-

based OpenPiton tile,3 as our

benchmark architecture: a mem-

ory-heavy case and a second case with smaller

memory capacity. We present logic-on-memory

partitioning for M3D ICs for the two different mem-

ory architectures, and show drastic PPA improve-

ment of M3D over the respective 2-D designs for a

commercial 28-nm process design kit (PDK). Fur-

thermore, a detailed analysis outlines the cause of

performance, power, and routing improvement of

the logic-on-memory designs.

MONOLITHIC 3-D INTEGRATION

Background to Monolithic 3-D ICs

M3D is a 3-D integration methodology where

the dies are fabricated sequentially on top of each

other. The connections between the dies are real-

ized by monolithic intertier vias (MIVs). The size

and parasitics of MIVs are comparable to normal

routing vias (see the “Technology Setup” section)

and allow for a high 3-D connection density.

M3D-ICs are manufactured using low-temper-

ature processes to enable sequential integration.

Brunet et al.4 successfully taped out and tested

their low-temperature process technology that

supports two device layers along with metal

layers for each device layer.

Logic-on-Memory Monolithic 3-D Partitioning

The high demand for processor-to-memory

bandwidth has become a challenge for modern

computer systems. Three-dimensional integration

of processor and memory is a promising solution

to improve the memory bandwidth from the

physical perspective because it reduces the wire

delay between the processor and the memory by

replacing long 2-D interconnections with shorter

3-D interconnections. Logic-on-

memory is a special structure of 3-

D integration as it separates the

logic gates and memory blocks

into different dies, which allows

them to be fabricated with differ-

ent technologies.

There have been a lot of studies

on 3-D memory stacking with vari-

ous 3-D integration technologies.1;5;6

Major silicon companies such as

AMD and Xilinx are also using 3-D

integration techniques to improve

the performance of memory in their

next-generation products.7 How-

ever, most of the studies use Through Silicon Via

(TSV)-based or face-to-face bonded 3-D integration

technology, which provide limited and predefined

3-D interconnections. On the other hand, M3D pro-

videsmore flexible 3-D interconnections andpoten-

tial benefits on routing and clock tree optimization.

In this article, we will explore the impacts of logic-

on-memory 3-D integration on the performance of

an RISC-V-based processor system.

RTL-to-Graphic Database System (GDS) Tool

Flow for Monolithic 3-D ICs

One of the challenges faced by M3D ICs is the

lack of commercial tools to perform placement

and routing (P&R) in the 3-D space. Currently

available commercial tools only support place-

ment in a single 2-D plane restricting their use in

designing 3-D ICs. A 3-D placement should use

the silicon area on both the top- and bottom-

dies to optimize the design. A variety of flows

have been developed that make use of 2-D com-

mercial tools along with various heuristics to

achieve a 3-D placement.8–10

Shrunk-2-D8 is the first RTL-to-GDS flow devel-

oped to design commercial quality 3-D ICs from

RTL using the design optimization capabilities of 2-

M3D provides more

flexible 3-D

interconnections and

potential benefits on

routing and clock tree

optimization. In this

article, we will explore

the impacts of

logic-on-memory 3-D

integration on the

performance of an

RISC-V-based

processor system.
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D P&R tools. Compact-2-D9 flow has an added abil-

ity to perform complete routing and timing optimi-

zation in 3-D. Cascade-2-D10 performs architecture-

based 3-Dplacement. It also supports the complete

routing and timing optimization for 3-D.

A poor partitioning choice undermines the

benefits of 3-D ICs and architecture-based or

heuristic-based placement should be done care-

fully. In this article, we make use of an extended

version of the Shrunk-2-D flow tailored for P&R in

logic-on-memory design. However, details on the

EDA flow are outside the scope of the present

publication.

EXPERIMENTAL SETUP

Benchmark Architecture

We use OpenPiton,3 an open-source multicore

processor system and framework, as the bench-

mark architecture. It is highly configurable, which

makes it possible to change the core count, cache

sizes, etc. The OpenPiton many-core system is

shown in Figure 1(a). A full system consists of one

or more chips and corresponding chipsets, while

chips are made up of multiple tiles. Thus, a tile is

an atomic piece out of which systems of arbitrary

size are constructed. Hence, we only analyze the

design of the tile while ensuring a correct func-

tionality/timing when multiple tiles are later

instantiated to create larger systems (more

details on the resulting constraints in the “Design

Setup” section). Thereby, we report results valid

for systemswith arbitrary tile counts.

The tile structure along with the bit-widths for

data-flow is illustrated in Figure 1(b). It consists of

a 64-bit out-of-order (OoO) RISC-V Ariane core and

three levels of cache (L1–L3). The first two levels,

L1 and L2, are private to the individual cores, while

the third level is shared cache-coherent among all

cores of the system. Thus, the physical memory

of the shared L3 cache is distributed evenly among

the tiles of a system. Network-on-chip (NoC)

routers are used for the communication to provide

good scaleability up to hundreds of cores/tiles.

Two variants of the tile are analyzed, which

differ in their memory capacities. Case-I is a

memory-heavy case with 16 kB of L1 instruction

cache, 16 kB of L1 data cache, 128 kB of L2 cache,

and 1 MB of L3 per tile. In Case-II, smaller memo-

ries are used with 8 kB of L1 instruction cache,

16 kB of L1 data cache, 16 kB of L2 cache, and

256 kB of L3 cache per tile. The memory macros

occupy way more than 50% of the area in both

cases, showing the suitability of logic-on-mem-

ory integration also for memory-light systems.

The memory-macro floorplans for the 2-D and

M3D designs are shown in Figure 2(a)–(f).

Figure 1. OpenPiton architecture. (a) Full system (adopted from

the article by Balkind et al.3). (b) Single tile with data-flowwidth.

Figure 2. Physical layout of the memory modules.

Case-I designs: (a) 2-D; (b) M3D top-die; and (c)

M3D bottom-die. Case-II designs: (d) 2-D; (e) M3D

top-die; and (f) M3D bottom-die.

Monolithic 3-D Integration
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Design Setup

In the tile design, the complete intertile NoC

interconnection must be captured through con-

straints as corresponding paths start in one tile

and end in another. For example, consider an NoC

path starting in one tile-instance and ending in the

north adjacent tile-instance. This path is repre-

sented in the tile-design by a path starting at an

NoC-output-register and ending at a north-output

pin, combinedwith a path starting at a south-input

pin ending at an NoC-input register. Thus, both

paths together have to finish in one clock-cycle

and the north-output and the according south-

input pin locations have to be aligned in a way

that multiple instances of the tile can be con-

nected without additional routing. Thus, in our

tile-design input-to-NoC and NoC-to-output paths

are constrained with a half-clock-cycle delay, all

north–south output–input pin-pairs are horizon-

tally aligned, all east–west output–input pin-pairs

are horizontally aligned, and all pins are located in

metal 3. This ensures timing closure for full sys-

tems with arbitrary tile counts. The frequency

achievedper single-tile is used as the performance

metric for theOpenPiton system in this article.

The power is calculated statistically using an

input toggle rate of 0.1 and a flip-flop toggle rate

of 0.2. The power–delay product (PDP) is the

energy consumption of the design per clock-

cycle. The energy–delay product (EDP) metric

has a quadratic dependence on clock-period as

it is the product of clock-period and the PDP.

In all the tile designs, a worst negative slack

(WNS) below 3%–4% of the clock-period time is

considered to be within the noise limit and is

used as the timing-met condition.

Technology Setup

Using a commercial 28-nm PDK, the timing

closure and analysis are done at the typical PVT

corner at 0.9 V and 25�C. Six metal layers are

used for routing in the 2-D designs. For M3D

designs, we use six metal layers per die. Since

each metal layer in M3D has half the XY-area of a

2-D metal layer, the overall available metal-layer

area is equal for both 2-D and M3D designs.

For M3D, routing-technology files are created

for the M3D metal-stack used (six metal layers per

die). The metal-layer stack of each die resembles

the 2-D metal-stack. A new cut-layer is added for

the MIVs between the top metal of bottom-die and

bottom metal of top-die. The MIV cut-layer passes

through the transistor layer of top-die. This creates

placement obstructions betweenMIVs and cells on

the top-die. A width and spacing of 70 nm each is

used for the MIVs. For comparison, this MIV is

�430 times smaller in area than the smallest

inverter in this technology. Each MIV has R = 2 V

and C = 0.02 fF. In comparison, a normal routing via

connecting the metal layers M1 and M2 has a foot-

print of 50 nm × 110 nmwith R = 8V and C = 0.02 fF.

Possible performance degradations due to the low-

temperature M3D manufacturing are neglected as

the transistors and metal layers on both tiers are

assumed to be identical.

DESIGN AND SIMULATION RESULTS

GDS Layouts

The memory layouts presented in Figure 2 are

chosen as they minimize the distance between

closely connected blocks and allow good mem-

ory-pin access for standard cells. In logic-on-mem-

ory M3D design, standard cells are placed only on

the top-die (logic-die), leaving the bottom-die

(memory-die) for macros. This arrangement is

critical for the M3D design as huge macrocells on

the top-die create huge obstructions forMIV inser-

tion and restrict the MIV placement to the small

channels between thememorymacros. This setup

would create routing congestion and increases the

wirelength (WL) of the design. With the standard

cells on the top-die, the MIVs can pass through

the spacing between standard cells present

Figure 3. GDS layouts of single-tile OpenPiton Case-I (= large)

memory architecture. (a) 2-D and (b) M3D.
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throughout the top-die, allowing the router to

place the MIVs throughout the die with only small

obstructions of the standard cells.

Figure 3(a) and (b) shows the routing results

on 2-D and M3D designs of Case-I OpenPiton tile.

Thereby, routes of different metal layer are rep-

resented by different colors.

Analysis
Max-Performance Analysis The max-perfor-

mance results of all the 2-D and M3D designs of

the OpenPiton tile are presented in Table 1(a). In

Table 1, DM3D ¼ ðM3D�2D=2DÞ � 100%. Com-

pared to the 2-D design, Case-I OpenPiton tile

achieves 36.8% higher performance with logic-

on-memory M3D integration [Table 1(a)]. A

closer look at the delay numbers on the critical

paths in 2-D andM3D helps understand the differ-

ence between these max-performance designs.

The total delay of the critical paths are consisted

of cell delay, wire delay, pin delay (added to

capture intertile communication), and launch

latency of the clock. As mentioned before, paths

that end/start in an adjacent tile are assigned a

delay equal to half the clock-period. Thus, only

half clock-period is available for a flop-to-pin path

and the other half clock-period is left for the

pin-to-flop counterpart. While the 18.3% latency

decrease is on-par with the clock-period reduc-

tion of 26.3% between 2-D and M3D, the main dif-

ference is the drastic reduction in wire delay

portion of the critical path.

Although using NoCs reduces the interconnect

bottleneck in many-core systems, the longer global

wires for theNoC-based tile communication are still

found out to be the system’s performance bottle-

neck as they heavily contribute to the critical path

in 2-D. M3D helps to overcome this bottleneck effi-

ciently as long global wires are shortened in M3D.

We observe that the WL of the critical path in M3D

is 37.9% less than the critical path in 2-D, giving rise

to a 61.5% lower wire delay in M3D compared to

2-D. In the 2-D design, wire delay makes up 32.5% of

the half clock-period available, whereas in M3D the

wire delay is only 16.7% of the half clock-period.

Further timing analysis is done in the “Timing Path

Analysis” section. The energy of the M3D system is

nearly equal to the 2-D energy. As the average WL

per net is only 9.8% smaller in the logic-on-memory

M3D design, standard cells drive similar amount of

wire-load in both 2-D and M3D. So a larger cell area

is needed to meet timing with faster clock. This

results in the power increase in M3D. Thus,

the drastic performance improvement in M3D is

obtained at a cost of power increase, nullifying the

effect ofM3Don the PDP.

Table 1. Max-performance and isoperformance comparisons. (a) Max-performance comparisons of the 2-D and M3D

designs of OpenPiton. (b) Iso-performance comparison of the Case-II (small memory architecture) 2-D and M3D

designs of single-tile OpenPiton.
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In the Case-II OpenPiton design with smaller

memories, we see a performance improvement of

35.0%, which is on-par with the Case-I design.

The footprint in Case-II 2-D design is nearly

one-third of the Case-I 2-D design and is also smaller

thanM3D design in Case-I. The critical path in Case-

I 2-D is still between tiles, but themaximumWL and

the wire delay portion of the total delay are smaller

than 2-D Case-I due to the smaller footprint of the

tile. In M3D Case-II, we see that the critical path is

no longer a tile-communication path, but a mem-

ory-to-memory path. This is because the Case-II

M3D footprint is small enough that global wires are

no longer the performance bottleneck. In this Case-

II M3D, memory latency is the performance bottle-

neck as it contributes to the 46.35% of the 1.1846 ns

of cell delay on the critical path.

Another interesting aspect in the Case-II

designs is that, even at a higher frequency, the

standard cell area in the M3D design is still smaller

than the cell area of the 2-D design. This is an indi-

cation that M3D is able to meet timing much better

than 2-D. Because the average WL per net is 25.6%

smaller in this M3D design, the standard cells

meet timing easier, and removing the need to up-

size the cells significantly. Therefore, the power

increase is smaller than the frequency increase

leading to an overall PDP benefit of 13.0% in M3D.

Isoperformance Analysis Table 1(b) com-

pares the Case-II 2-D and M3D at an isofrequency

of 500 MHz. In this comparison, we see a hugeWL

reduction of 27.8% in M3D. This is because, in

Case-II M3D, the bottom-die contains both the

shared L3 data cache and the L1 cache that is

part of the RISC-V core. The standard cell place-

ment by the commercial tool in the top-die is effi-

ciently guided by both L1 and L3 blocks on the

bottom-die. By placing logic cells on top of the L1

cache helps reducing the WL inside the core.

This is the reason we see a much better WL sav-

ings in the Case-II designs using logic-on-memory

M3D. TheWL reduction leads to the 22.9% switch-

ing power savings in the M3D design. With the

high switching power reduction, the total power

is reduced by 13.5% in isoperformance Case-II

M3D design compared to its 2-D counterpart.

MIV Count Analysis As seen in Table 1(a)

and (b), the MIV count of the Case-I M3D designs

is �250 000 and for the smaller Case-II M3D

designs, it is �141 000. The standard cells are

located on the top-die and have easier access to

the top metal layers of the bottom-die. The bot-

tom-die consists of memory macros, which

blocks metal layers 1–4 for internal routing and

have a sparse interblock routing. So, the routing

resources on the top metal layers are underutil-

ized by bottom-die macros. Commercial tools

therefore access the bottom-die metals through

MIVs to route the top-die interconnects. This

leads to the high MIV counts observed and miti-

gates the routing congestion of the design.

Timing Path Analysis To better understand

the impact of the logic-on-memory floorplan on

the performance benefit of the OpenPiton pro-

cessor system, we analyze the Case-I 2-D critical

path in 2-D and M3D designs in Figure 4(a)–(c),

highlighting the path in the respective layouts.

By comparing a fixed path in all the designs, we

can understand the effects of footprint reduc-

tion. A detailed wire delay breakdown of the

path in these designs is shown in Figure 4(d).

Here, the total wire delay is broken into delays

of individual wires. Each block in the stacked-

Figure 4. Timing critical path of Case-I 2-Dmemory architecture

design in (a) 2-D at 475MHz; (b)M3D at 475MHz (iso-

performance); and (c) M3D at 650MHz (max-performance).

(d) Detailed delay breakdown of the path in the designs.
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column chart represents the delay of a wire

between the output-pin of one standard cell to

the input-pin of the next. Some of these wires

have insignificant delays and cannot be seen in

the stacked-column chart.

The 2-D critical path here is part of the tile

communication and span a major portion of

the width/ height of the floorplan. The tile-

communication path is constrained and only

half clock-period is available for the delay opti-

mization. Out of the half clock-period, the wire

delay makes up 32.5% of total delay in 2-D, 18.6%

in 475-MHz M3D, and 17.2% in 650-MHz M3D

design. The majority of the wire delay (0.2876 ns

out of 0.3422 ns) in 2-D is caused due to two

wires on the path, as seen in Figure 4(d). These

wires are routed over the memory modules in 2-

D and buffers cannot be placed to break down

the long nets leading to large and widespread

wire delays in 2-D. These paths are benefited by

two main characteristics of the logic-on-memory

M3D design: the first is due to the small footprint

of M3D design reducing tile dimensions.

The second is an integral part of the logic-on-

memory placement. In this placement, as the

top-die is free of the huge memory blocks, it is

easier for placing the buffers to split long wires if

necessary. This is the reason the logic-on-mem-

ory-based M3D design shows high performance

improvement in multicore processor systems.

Thus, in the isoperformance M3D design at

475 MHz, the same timing path has a smaller

wire delay of 0.1959 ns. Comparing the delay

breakdown in the timing path in M3D at 475 and

650 MHz, the deviation in wire delay is also not

as wide as that in 2-D. This is again due to the

absence of the memory macros that obstruct

placement and routing.

This discussion also explains the presence of

the long wire in the Case-II 2-D design in Table 1

(a) even when the footprint is substantially

smaller than those of the Case-I 2-D and M3D

designs (refer to Figure 2 comparing the foot-

prints head-to-head). Because the top and bot-

tom portion of the 2-D-die is mainly occupied by

macros, the vertical tile-communication paths

need to bypass over the memories with a height

of over 730 mm. This leads to the large maximum

WL that is similar in Case-I and Case-II 2-D

designs.

CONCLUSION
In this article, we benchmarked an RISC-V

single-core system with a logic-on-memory M3D-

integration scheme. We demonstrated a 37%

improvement in maximum performance with

M3D due to the critical paths being wire delay

dominated. This shows that M3D alongside a

good memory-macro floorplan is a very promis-

ing method for improving the performance of

common NoC-based processor systems whose

critical paths are still dominated by global wires.

Using a smaller memory size for the tiles, we

observe a 13.5% power savings, demonstrating

the usability of logic-on-memory designs also for

low-power designs.

The cost-impact of having huge MIV counts in

the design is not considered here. A high MIV

count can increase the cost of M3D ICs until

the technology matures. Thus, an analysis of the

max-performance as a function of MIV count is

left for future work.
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