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Abstract—Monolithic 3-D ICs (M3-D ICs) offer extremely
high vertical interconnection density, significantly improving the
power-performance envelope when compared to conventional 2-D
ICs. However, process limitations lead to one tier having either
degraded transistors or interconnects. This paper models the
amount of degradation that can be expected at current and
future nodes (45, 22, and 10 nm), develops a process develop-
ment kit using these models to enable evaluation, and presents a
block-level M3-D IC RTL-to-GDSII flow that is capable of mit-
igating some of this degradation. Experimental results indicate
that at lower technology nodes, M3-D ICs offer more benefits.
Results also indicate that the impact of transistor degradation
is diminished at lower technology nodes while the impact of
interconnect degradation becomes worse. Overall, perfect M3-D
ICs close more than half the gap in the power-performance
envelope between 2-D ICs and the “ideal” block-level design.
While degraded tiers reduce the benefit of M3-D ICs, our
degradation-aware floorplanner gives back up to 17% of the
loss, and helps to obtain significant overall benefits compared
to 2-D ICs.

Index Terms—Block-level, floorplanning, monolithic 3-D IC
(M3-D IC).

I. INTRODUCTION

THREE dimensional integrated circuits (3-D ICs) [1] are
emerging as a promising alternative to continue technol-

ogy scaling. They reduce the length of the average intercon-
nect [2], improving performance and power. Current 3-D ICs
are enabled by through-silicon-vias (TSVs), which are large
copper pillars that connect the stacked dies [3]. However,
these are only useful when there are relatively few connections
between the dies, such as memory on logic [4], [5], or stacked
FPGAs [6]. TSV-based 3-D IC has matured to the point that
reliability and cost has become a concern [7], and researchers
have begun looking into cost-aware design flows [8].
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An emerging alternative is monolithic 3-D ICs (M3-D ICs)
that enables much higher integration densities due to the
extremely small size (<100 nm) of the monolithic intertier
vias (MIVs). In M3-D ICs, two or more tiers of devices are
fabricated sequentially, instead of bonding prefabricated dies.
This eliminates the need for die alignment, enabling smaller
via sizes. The earliest M3-D process grew a thin layer of
amorphous silicon on top of an already fabricated die, and
then fabricated thin-film-transistors on top [9]. Next, attempts
were made to epitaxially grow silicon on the top tier and
crystallize it using lasers [10]. However, truly single crystal
silicon was only obtained on the top tier by the wafer-cut pro-
cess [11], which attaches single crystal silicon to the top of
an already processed bottom tier, and then creates devices and
interconnects as usual on top of this.

As with any technology, actual design methodologies, not
just the fabrication process, heavily influence the final quality
of results [12]. Several design styles exist for M3-D ICs. The
first is transistor-level design, where transistors within stan-
dard cells are split up into multiple tiers [13]. Another design
style is gate-level M3-D, where 2-D standard cells are placed
on multiple tiers [14]. Finally, block-level design is where
functional blocks are 2-D, but are floorplanned onto multiple
tiers [15]. Block-level design offers a significant amount of IP
reuse, and can be quickly deployed across different technology
nodes.

Since M3-D ICs are still an emerging technology, it is
crucial to study their potential benefits not only at existing
technology nodes, but also at advanced nodes at which they are
likely to become mature. However, there has been very limited
work on studying the performance of M3-D ICs at advanced
nodes [16]. In addition, as will be discussed in Section II, the
M3-D IC fabrication process is not perfect, and a tier could
have either degraded transistors or interconnects. Although this
degradation could play a significant role in the performance
of M3-D ICs, no prior work has studied it. The impact of this
degradation could be different at lower technology nodes, so it
is crucial to study its impact at both current and future nodes.

Therefore, the problem we are trying to solve can be stated
as follows—At current and advanced technology nodes, deter-
mine the power-performance benefit of block-level M3-D ICs,
how tier degradation affects this benefit, and if any loss
of performance can be recovered using clever design tech-
niques. In this paper, the current and future nodes considered
are 45, 22, and 10 nm. The power-performance benefits are
evaluated using an RTL-to-GDSII framework we develop for
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TABLE I
Ion AND Ioff FOR NORMAL AND DEGRADED TRANSISTORS

ACROSS TECHNOLOGY NODES

block-level M3-D ICs. Tier degradation is handled through
modeling the sources of transistor or interconnect degradation,
and building a process development kit (PDK) that represents
a degraded tier fabrication process. Finally, degradation-aware
design is studied through the use of modifications to the basic
floorplanner. The contributions of this paper are as follows.

1) This is the first work to study the power performance
benefits of M3-D ICs over a wide technology range.

2) We model and study the system-level impact of
interconnect and transistor degradation due to the M3-D
fabrication process.

3) We develop an RTL-to-GDSII framework for block-level
M3-D ICs.

4) We demonstrate that designs become less sensitive to
transistor degradation and more sensitive to interconnect
degradation in newer technologies.

5) We develop a degradation-aware floorplanner (DAFP)
that can mitigate some of the effects of degradation.

II. DEGRADATION MODELING AND NODE SCALING

In Section I, we simply stated that the transistors are fab-
ricated on the top tier once it is attached. However, transistor
fabrication usually involves a high temperature anneal step,
which involves temperatures that damage both the underly-
ing devices and copper interconnects. There are two ways of
mitigating this issue: 1) use a low temperature process on
the top tier, degrading the transistors or 2) use tungsten for
the interconnects on the bottom tier [11], as it has a much
higher melting point than copper. Each of these options have
their own pros and cons, and modeling of these options are
discussed in the following sections. In addition, the relative
benefits of each option are bound to change with technology
node, so it is essential to obtain models across technologies to
accurately compare designs implemented in them. We choose
the 45, 22, and 10 nm nodes to compare as they cover a
significant technology shrink in uniform steps.

A. Transistor Degradation Modeling

If copper is to be used on the bottom tier, the top tier
requires a low-temperature fabrication process. Laser-scan
anneal has been proposed as a technique for the dopant activa-
tion of the top tier [17], [18]. This results in localized heating
in the source/drain regions thereby preventing damage to the
underlying devices and interconnects. However, the transistors
are usually inferior to those obtained using a high tempera-
ture anneal, but the results are mixed. Rajendran et al. [18]

TABLE II
VARIOUS INTERCONNECT PARAMETERS. W0 IS WIDTH

specifically targeted M3-D IC, but the Ion of the pMOS and
nMOS degrade by 27.8% and 16.2%, respectively, and there
is also minor degradation in Ioff. Ortolland et al. [17] do
not specifically targeted M3-D IC, but instead just laser-
scan regular HKMG transistors. They actually demonstrate no
degradation in either Ion or Ioff, but it is unclear how much
this will carry over to the FDSOI transistors created on top of
an already existing tier.

To keep this paper as general as possible, we refrain from
taking degradation numbers from any specific work. We focus
on modeling Ion degradation, as it is the primary performance
metric. Ioff only contributes to the leakage power of the chip.
The impact of degradation in Ioff on total leakage power is
easier to compute and does not warrant an extra dimension in
our analysis. This is particularly true as this paper performs
power analysis assuming all blocks are active, so the leakage
is a very small component of total power.

We use the ASU PTM transistor models [19] at the different
technology nodes, and assume the generic case of either 10%
or 20% degradation in the Ion of pMOS or nMOS, and designs
will be evaluated at all combinations of these (e.g., pMOS =
20% degradation, nMOS = 10% degradation, etc.) we change
the transistor parameters in the SPICE model to reflect such
degradation, and tabulate the on and off currents for normal
and degraded transistors in Table I. In this table, M10P with
respect to pMOS implies that the regular pMOS transistors
have been degraded by 10%, etc.

B. Interconnect Degradation Modeling

Tungsten is easier to process and has several attractive
properties that make it a suitable choice for nano-scale
interconnects, but its bulk resistivity is 3.1× that of copper,
which has so far prevented its widespread use. When inter-
connects shrink, the bulk resistivity no longer applies, and
resistivity goes up due to several size-related effects [20], [21].
Let w0 be the width of an interconnect wire, and h0 be its
height (or thickness). Several empirical parameters affect the
resistivity of an interconnect, and these are tabulated, along
with the relevant literature from where they are obtained in
Table II. The equation for size dependent resistivity of an inter-
connect is given by [22]. Let α = λR/(dR(1 − R)). Then, the
resistivity is given by

ρeff = ρ0√
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TABLE III
METAL LAYER DIMENSIONS (nm) AT DIFFERENT TECHNOLOGY NODES

Fig. 1. Copper and tungsten resistivity values for different metal layers across
technology generations.

We base our interconnect sizes from the Nangate 45 nm
library, and scale them by a factor of 0.7× per technology
node. The dimensions assumed are tabulated in Table III.
The barrier thickness is the same across all metal layers,
and we assume the thickness to be 5.2, 2.6, and 1.3 nm for
the 45, 22, and 10 nm technology nodes, respectively. The
resistivities obtained by plugging in these dimensions into (1)
closely match ITRS predicted data for copper at all technol-
ogy nodes [29], and the values for tungsten are also in close
agreement with measured data from IBM [30].

We plot the resistivity of copper (as bars) for each of
the metal layers across technology generations in Fig. 1. As
expected, the lower metal layers have higher resistivity, but
the difference in resistivity between different metal layers gets
quite severe as we scale technology generations. We also plot
the resistivity of tungsten divided by copper (as lines) in the
same figure. The bulk resistivity of tungsten is approximately
three times that of copper, but this resistivity scales better with
size. Note that we have assumed that tungsten has an identi-
cal diffusion barrier to copper in these charts, which is not
strictly necessary. Therefore, all tungsten numbers presented
in this paper are a little pessimistic.

III. PDK GENERATION

Once we have the transistor and interconnect models, the
next step is to build a PDK so that we can evaluate the impact
using real designs. The overall PDK generation flow is shown
in Fig. 2. The inputs to the flow are the transistor models
and interconnect geometry and resistivity, which has already
been discussed. In addition, we require standard cell layouts.
We use the Nangate 45 nm layouts [31], and scale them by a
factor of 0.7× for each technology generation.

For finFETs, an equivalent number of fins is derived based
on the width and fin pitch. Note that there are inaccuracies

Fig. 2. PDK generation flow.

TABLE IV
NAMING CONVENTION FOR NORMAL AND DEGRADED LIBRARIES

introduced by this process, as the layout of standard cells
is not guaranteed to be the same across technology gener-
ations. Aitken et al. [32] demonstrated that at lower nodes,
the cell layout becomes more regular as design rules become
more restrictive. However, there are two main reasons why
the trends predicted by our results are valid. First, prior work
has demonstrated that scaling such as this correlates well with
ITRS predicted data [16]. Next, and perhaps more importantly,
Sinha et al. [33] demonstrated that the result of increased reg-
ularity is an increase in the internal metal parasitics of the
standard cell. This implies that trends predicted by our data
underestimate the impact of interconnect at lower technology
nodes. As will be explained in Section V, this makes our
predictions more pessimistic (have more guardband).

The interconnect geometries are used to create several
tech files (TF, ICT, and MIPT). These are used in Cadence
TechGen, Cadence Encounter, and Mentor xCalibrate to gen-
erate tech files used for signoff extraction, capacitance tables
for internal place and route stages, as well as parasitic extrac-
tion files to extract internal parasitics and generate SPICE
netlists of standard cells using Mentor Calibre. These netlists,
along with the transistor SPICE models are fed to Synopsys
SiliconSmart for characterization to obtain a liberty timing
model. Finally, the layout (in GDS format) of standard cells
are fed into the “abstract” utility to generate library exchange
format files that can be used for place and route.

We plot the normalized delay for various standard cells for
both normal and degraded transistors (explained in Table IV)
in Fig. 3. We also cover the case where the transistors are
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Fig. 3. Normalized delay numbers for regular and degraded standard cells
across technology generations.

at nominal, but the intracell metal uses tungsten (TT_W).
From this plot, we first observe that degraded transistors
have a much bigger impact on the cell performance than
degraded interconnect. We also observe a range of sensi-
tivities depending on the cell type. For instance, the flip-
flop is far more sensitive to transistor degradation than the
inverter. We also observe that certain cells are more sensi-
tive to one type of transistor degradation than the other. For
example, in INV4_X1, TT_PM10P_NM20P has worse delay
than TT_PM20P_NM10P. However, this trend is reversed in
most other cells. In fact, this trend reversal happens within
the same cell across technology generations, for instance
in AOI221_X4. Finally, we observe a marginal decrease
in sensitivity to transistor degradation at lower technology
generations.

IV. DESIGN AND ANALYSIS FLOW

The objective of this paper is to study the impact that tier
degradation has on the performance of an M3-D IC at differ-
ent technology nodes. Such a study can be carried out using
different design styles as the baseline, and this section first
discusses the choice of gate-level versus block-level M3-D. It
then presents the base flow along with modifications that are
necessary to make it aware of tier degradation.

A. Choice of Design Style

The normal and degraded PDK that has been developed in
the previous two sections can be used to evaluate the impact
that tier degradation has on an M3-D IC for any design style.
A gate-level M3-D design flow has been presented in [14],
where Panth et al. presented a technique to utilize a com-
mercial tool to design a single M3-D block where both tiers
have identical performance. This flow essentially performs an
initial placement and optimization step using a commercial
tool and “shrunk libraries,” followed by a partitioning step to
obtain a gate-level M3-D design. This flow does not readily
lend itself to degradation-awareness, as the base engine is a
commercial tool, and cannot be modified. In addition, the par-
titioning step relies on correct choice of “bin size,” which is a
technology dependent parameter. It requires careful tuning at a
given technology node, and making comparisons across differ-
ent technology nodes is subject to tool noise if this parameter
is not chosen appropriately. Finally, gate-level M3-D can only
be used to evaluate the performance of a single-block, not the
performance of an entire system.

These limitations motivate us to choose block-level M3-D
for this paper. Floorplanning engines can be readily modified
to support different cost functions, and hence lend themselves

Fig. 4. Block-level RTL-to-GDSII design flow used in this paper. Orange
indicates 3-D specific steps.

Fig. 5. Degradation Aware Floorplanning Methodology.

to degradation-awareness. In addition, the exact same engine
can be used for different technology nodes, removing the need
for technology-specific tuning and the associated tool noise.
Finally, entire systems can be studied, not just a single block.

B. Overall Block-Level Design Flow

An overview of the flow is shown in Fig. 4. In this
figure, orange boxes indicate 3-D specific steps. Once the
design is synthesized, it is sent to our floorplanner (described
in Section IV-C), which gives us the outlines of all the
blocks in the 3-D space. Next, we perform MIV planning
(described in Section IV-D) to determine all the MIV loca-
tions. With these locations, each block and tier is placed and
routed (P&R) separately in Cadence Encounter. At this stage,
we dump wire-load models and go back to synthesis to get
a better synthesis result. Once the P&R is complete again,
we proceed to 3-D timing and power analysis (described in
Section IV-E).

C. Degradation-Aware Floorplanning

Several floorplanning works for TSV-based 3-D ICs exist
in [34]–[37], each using a slightly different model to repre-
sent the 3-D wirelength or floorplan. However, [38] uses a
wirelength model that is the closest representation of the final
routed wirelength, so we base our floorplanner on this. This
is a sequence-pair based floorplanner, and the main differ-
ence in our base engine is that ours is timing driven, achieved
by weighting each interblock net by the longest path delay
(LPD) through it. If we assume that both tiers have identical
performance, the cost function for the floorplanner is simply
the weighted sum of wirelength and footprint area. We now
discuss one technique to make such a floorplanner aware that
one tier has degraded performance.

In most designs, each block will have a different architecture
or function, and hence will have different characteristics. The
overall chip frequency will be decided by a few blocks that
will be timing critical. As long as the floorplanner ensures that
these critical blocks do not operate with slower transistors or
interconnects, the chip can still meet timing.
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Fig. 6. Iterative process to obtain both block-pin and MIV locations.

Some prior works have addressed process variations
in a block-level TSV-based 3-D IC, although none have
directly provided a variation or DAFP that can be used.
Garg and Marculescu [39] presented the impact of process
variation on critical path delay, but did not present any tech-
niques to mitigate their impact. A simple, manual die-ordering
mechanism to reduce the thermal impact in presence of pro-
cess variation was provided in [40], but this algorithm was
entirely manual, and was just changing the order of the dies.
Building awareness (such as thermal-awareness) into a 3-D IC
floorplanner can be done by modifying the cost function [41],
but none exist that address degradation or variation. This is
the first work to truly consider block degradation during 3-D
IC floorplanning.

An overview of our DAFP is shown in Fig. 5. We first syn-
thesize different versions of each block: one for the nominal
corner, and one for each of the degraded libraries. In the case
of tungsten interconnects, we also modify the resistivity of
the wire load models to accurately drive synthesis. For each
version of the block, we measure the area and LPD through it.

Given that both tiers have different performance, a block
will have a different area and LPD depending on the tier in
which it lies. If LPD(bi) is the tier-dependant LPD of a block
bi, we define the modified cost function of the floorplanner as

CostDA = α.WL + β.Area + γ

NBlock∑
i=1

LPD (bi). (2)

In the above equation, WL refers to the wirelength. The area
of a block is also dependent on its tier. Therefore, whenever
a 3-D move is made, we update the area of all the blocks that
have changed their tier. The third term in the above equation
will try to place the timing critical blocks in the faster tier,
and push the nontiming critical blocks to the slower tier.

D. MIV Planning

The output of the floorplanner is block outlines in a 3-D
space. Once we have these, we need to insert MIVs into
the design. Existing TSV-based insertion algorithms cannot
be used as TSVs are very large, require whitespace manip-
ulation [37], careful manipulation of TSV-locations [36], or
even simultaneous buffering, and TSV insertion due to their
large capacitance [35]. MIVs are extremely small, and we can
assume that whitespace is always available to insert them.

Given a set of hard blocks, Panth et al. [15] provided
a methodology to determine MIV locations by tricking a
2-D router to perform 3-D routing. However, this requires
the block-pin locations to be predetermined. In the case
of soft blocks, the block pin locations are determined only
after floorplanning is finished, so this methodology cannot be

(a) (b)

Fig. 7. Layout screenshots of our MIV planning methodology. (a) Initial
estimated MIV locations (all MIVs overlap each other). (b) After one iteration
of MIV planning.

used directly. In this paper, we present an iterative approach
to simultaneously determine both the block-pin and MIV
locations, and it is outlined in Fig. 6.

First, given a floorplan result, where only the outlines of
the blocks are known, we assume that all the block pins are in
the center of each block. Next, for each 3-D net, we construct
a 3-D bounding box of all the pins that it connects to, and
compute the MIV to be in the center of the net bounding
box, which could lead to MIV overlap, as shown in Fig. 7(a)
(“initial MIV locations”).

The next step is to create verilog and DEF files for each
tier, such that the MIVs are represented as ports in the netlist.
We then open the netlist of each tier in a commercial tool
(Cadence Encounter), and use the tool’s internal 2-D block-
pin assignment capabilities to determine block pin locations
based on the tier netlist and MIV locations. Essentially, the
MIV locations defined as ports guide the selection of block
pin locations. This is shown in Fig. 7(a) as “determined block
pin locations.”

The next step is similar to [15] in that we use a commer-
cial 2-D router to mimic routing between the blocks in a 3-D
space to determine new MIV locations based on the deter-
mined block-pin locations. This entire process can be repeated
to refine the MIV locations. However, we observe that in
one or two iterations, no further change in the wirelength is
observed. A snapshot of the MIV and block pin locations after
one iteration are shown in Fig. 7(b). Once the MIV locations
are finalized, each block and tier can be P&R separately in
Cadence Encounter.

E. 3-D Timing and Power Analysis

Once we have the P&R netlists of all the blocks and
tiers, we load them into Synopsys PrimeTime. For each cell,
depending on the tier in which it lies, we pick the appro-
priate std. cell library (normal or degraded). We also use
the appropriate interconnect extraction tech file for a block
depending on whether it is on a tier that uses tungsten or
copper interconnects. These parasitics are also loaded into
Synopsys PrimeTime. We also create a top-level netlist and
parasitic file to represent the MIV connectivity and parasitics.
According to [11], if the intertier oxide thickness is greater
than or equal to 100 nm, there is negligible intertier coupling.
Therefore, we ignore any such coupling in this paper. Once all
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(a) (b) (c)

Fig. 8. Power-performance envelopes for the des3 benchmark. (a) 2-D design across technology nodes. (b) 2-D versus 3-D versus ideal at the 10 nm node.
(c) Impact of degradation-aware floorplanning for the case, where the top-tier is at the TT_PM10P_NM20P corner.

the netlists and parasitics are loaded, we perform 3-D timing
analysis, and statistical power analysis using PrimeTime.

V. EXPERIMENTAL RESULTS

We pick one benchmark from the OpenCores benchmark
suite (des3—55 blocks, 60k gates, and 6k interblock nets), one
from the IWLS benchmark suite (b19—55 blocks, 80k gates,
and 14k interblock nets), and design one custom 128-bit inte-
ger multiplier (63 blocks, 250k gates, and 12k interblock nets).
“des3” and “b19” are timing critical from both an intrablock
and interblock perspective, while “mul128” has long timing
paths mainly within the blocks.

A. Deriving Power-Performance Envelopes

In this paper, we over-constrain the frequency during the
design to obtain the fastest possible implementation, and then
analyze it at several different voltages to obtain the power-
performance envelope. To do this, in addition to characterizing
the PDK at the nominal voltage for given technology, we also
characterize four additional voltages in increments of ±50 mV.
A given design is then analyzed at all five voltages, giving
five points in the power versus frequency curve. A quadratic
curve is fit to these five points to obtain the power-performance
envelope.

An example curve for the 2-D implementation of des3
across all technology generations is shown in Fig. 8(a). The
data points obtained by Primetime timing and power analy-
sis are shown as points, while the fitted quadratic curve is
shown as a line in between the points. The actual voltages
involved in analyzing the power/performance are also shown.
From these curves, it is clear that the 22 nm process node pri-
marily offers a power saving, while the 10 nm process node
offers a performance boost. Note that these curves are very
sensitive to the actual transistor I–V curves, and will change
with different transistor models.

B. Benefits of M3-D With Perfect Fabrication Process

Since 3-D ICs only reduce the interblock wirelength and do
not significantly affect the intrablock power and performance,
we also define an “ideal” block-level implementation to com-
pare against. This implementation is obtained by assuming that
all the interblock nets have zero length and parasitics. During

(a)

(b)

Fig. 9. 2-D versus M3-D versus ideal block-level implementation across
different technology generations. (a) Power at same frequency. (b) Frequency
at same power.

the block implementation, we set the output load of the blocks
to be zero and the inputs to be driven by ideal drivers. This
is the theoretical lower bound on any block-level implemen-
tation of this design, given the same set of blocks that are all
implemented in 2-D.

Power-performance envelope curves for 2-D, 3-D, and ideal
for des3 at the 10 nm technology node are shown in Fig. 8(b).
We clearly see that 3-D improves the envelope from 2-D, and
closes the gap to the ideal implementation quite significantly.
To get a more quantitative analysis, we measure the power at
the same frequency as well as the frequency at the same power
for all designs across technologies, and plot it in Fig. 9. From
these graphs, we clearly see that 3-D offers more benefit at
lower technology generations. In a design where the interblock
wires are more dominant than intrablock wires, we expect that
a reduction in the interblock wirelength will have a greater
impact on the total power or performance of the design, as
seen from this graph.

C. Tier-Degradation Induced Power/Performance Loss

We now take the existing 3-D floorplan and analyze
the power-performance envelope due to both transistor and
interconnect degradation. For degraded transistors, we simply
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(a)

(b)

Fig. 10. Tier-degradation induced power/performance loss of an M3-D IC.
(a) Power at same frequency. (b) Frequency at same power.

replace the libraries in PrimeTime. However, for degraded
interconnects, this requires re-extraction of the entire degraded
tier with the tungsten extraction tech file. These results are
plotted in Fig. 10.

The overall frequency reduction due to a degraded tier
depends on what percentage of the critical path lies on that tier,
and the proportion of cell delay and wire delay. From Fig. 10,
we observe that for implementation in lower technologies, the
system performance is affected less by degraded transistors
and more by degraded interconnects. This follows the expected
trend as the transistors get better while the interconnects worse.
In general, tungsten interconnects are the better option at the
45 and 22 nm technology nodes, and is only the better option
at 10 nm if both the pMOS and nMOS degradation cannot
be contained to less than 20%. Finally, we observe that the
sensitivity to pMOS/nMOS degradation changes with differ-
ent technology nodes, likely due to strain engineering that has
sought to equalize the pMOS and nMOS characteristics. In the
45 nm node, it is always favorable to have nMOS degradation
over pMOS degradation. In the 22 nm node, results are mixed,
and in the 10 nm node, the sensitivities are roughly equal.

Now, if we wish to have the same frequency for nomi-
nal and degraded circuits, the only option is to boost the
system voltage, which will lead to power increase roughly
proportional to V2. The power increase trend roughly follows
the frequency reduction one, except for the fact that magni-
tudes are increased due to the square relationship with voltage.
If standard cell are designed specifically for lower technol-
ogy nodes with increased regularity, etc., this trend will only
be emphasized. Note that the reason why the mul128 power
increase is much higher than other benchmarks is because the
critical path is completely within a block. Quite a large voltage
increase is needed to bring the speed of the degraded blocks
back to the nominal one.

D. Impact of Degradation-Aware Floorplanning

We now generate 3-D floorplans using the technique
presented in Section IV-C to mitigate some of this degradation.

TABLE V
NORMALIZED IMPROVEMENT IN THE POWER-PERFORMANCE ENVELOPE

BY DEGRADATION-AWARE FLOORPLANNING

(a)

(b)

Fig. 11. Power-performance comparisons between 2-D and 3-D with and
without tier-degradation, and the ideal block-level implementation. (a) Power
at same frequency. (b) Frequency at same power.

We tabulate the results of this floorplanning in Table V, and
also plot a sample of the improvement achieved in Fig. 8(c).

This table shows that in general, we can expect a few
percentage of improvement by degradation-aware floorplan-
ning. However, in the case of mul128, the critical paths
are entirely within a block, so the amount of improvement
obtained by simply moving these blocks to a nondegraded
tier is quite significant, and we see up to a 17.5% improve-
ment in the power at the same frequency. We also note that
degradation-aware floorplanning is not always successful, and
mainly fails to give a better result when the amount of degra-
dation is not severe in the first place, for example, tungsten
interconnects in the 45 nm technology node.

E. Overall Comparisons

In this section, we compare the 2-D design, all flavors of the
3-D designs, and the ideal implementation across technology
nodes. Basic floorplan comparisons of wirelength, footprint
area, and the number of MIVs used are tabulated in Table VI.
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TABLE VI
NORMALIZED FLOORPLAN COMPARISONS BETWEEN 3-D WITH AND

WITHOUT TIER-DEGRADATION, AND THE IDEAL BLOCK-LEVEL

IMPLEMENTATION

We also plot the improvement in the frequency and power in
Fig. 11. Note that there is some tool noise introduced in this
plot as the degradation-aware floorplanning is not always con-
sistent across floorplans due to the random nature of simulated
annealing. We observe that at 45 nm, 3-D without degrada-
tion always offers a benefit over 2-D ICs, but this benefit
may go away if there is excessive tier-transistor degradation.
Interconnect degradation is the preferred choice at this tech-
nology node. At 22 nm, any option for tier-degradation still
gives designs that are better than 2-D ICs, but the benefit gets
reduced with more degradation. Similar trends hold true for
10 nm as well, but as the baseline improvement from 2-D
to 3-D is much higher and the sensitivity to degradation is
lower, tier transistor degradation does not significantly erode
the benefits offered by 3-D. However, at this node, transistor
degradation is preferred to interconnect degradation, as tung-
sten interconnects at 10 nm sometimes even fail to produce
designs better than 2-D ICs.

VI. CONCLUSION

Due to an imperfect manufacturing process, M3-D ICs will
have either degraded transistors or interconnects in one tier.
This paper models the amount of degradation that can be
expected at current and future nodes (45, 22, and 10 nm),
develops a PDK using these models to enable evaluation, and
presents a block-level M3-D IC RTL-to-GDSII flow that is
capable of mitigating this degradation. Experiments indicate
that at lower technology nodes, M3-D ICs offer more benefits
and are also more resistant to transistor degradation. However,
they become more susceptible to interconnect degradation. At
45 nm, it is preferable to go with degraded interconnects.

However, at lower nodes, especially at 10 nm, degraded tran-
sistors are the better choice. The DAFP can help recover
up to 17% of the loss in the power-performance envelope,
and overall, M3-D ICs can close more than half the gap in
the power-performance envelope between 2-D and the ideal
block-level implementation.
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